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1. ANTHROPIC REASONING

Overview

The anthropic principle is a gold mine for philosophers. Few philosophical subject matters are so rich in important empirical implications, touches on so many fascinating scientific questions, or contains so many conceptual and methodological confusions to be sorted out.


This document is a survey over some of the relevant literature. It has four parts. In part one, I review the multifarious definitions and explications that have been given of the anthropic principle. Part two surveys its applications in evolutionary biology. Part three deals with the implications for physics and cosmology. Part four reviews in some detail what has been written about the so-called doomsday argument, which is at the same time the most serious and the most controversial result of anthropic reasoning.

introduction

The anthropic principle has to do with observational selection effects. A simple example of a selection effect is if you try to catch fish with a net that doesn’t catch fish that are shorter than 20 cm. If you use such a net to catch a hundred fish and they all turn out to be 20 cm or longer, then obviously you are not allowed to regard this as evidence that the minimum length of fish in the lake is 20 cm.


Or suppose you’re an economist and you want to know what the average growth rate is for companies in the first year after their inception. You couldn’t simply select a hundred companies randomly from the Yellow pages and ask to see their logbooks for their first year. It is quite common that new companies go bankrupt in their first year, but those who do are unlikely to be listed on the yellow pages. The companies you’ll find there are typically several years old and they can be expected to have performed substantially above average in their first year.


Similarly, there are selection effects that are engendered by the fact that all observations require the existence of an appropriately positioned observer. For example, just because we find that intelligent life evolved on Earth doesn’t mean it is likely to evolve on most earth-like planets; for however small the proportion of all planets that evolved intelligent life, we will find ourselves on a planet that did.


Or again, if spacetime is very huge and the values of fundamental constants take on different values in different regions, then we should not be surprised to find that in our own region constants appear to be “fine-tuned” to allow life to evolve. Due to the observational selection effect, only such fine-tuned regions are observed.


This might all seem trivial and so it should. But as we shall see later, there are applications of the anthropic principle that are much more difficult and controversial and which may give rise to surprising and in some cases extremely important new predictions.

Definitions and explications

anthropic principles: The motely family

The definition of the anthropic principle is confused big time. I believe that the bad reputation the anthropic principle has in some circles is due to the fact that a very inhomogeneous group of claims have figured under the name of “the anthropic principle”, not all of which are scientifically respectable. It is essential to distinguish the various claims from each other and to sharpen up the definition of the anthropic principle that we want to use. Scientists are sometimes impatient with philosophers for quibbling too much about matters of definition. In the present case it’s really necessary.

Carter’s definitions

The anthropic principle (hereafter AP) was introduced and baptized in 1974 by astrophysicist Brandon Carter. He gave it the following definition:

… the anthropic principle to the effect that what we can expect to observe must be restricted by the conditions necessary for the our presence as observers. ([1974], p. 126)

In the same paper, he distinguished two versions of AP, the weak anthropic principle (WAP) and the strong anthropic principle (SAP). WAP was defined as follows:

… to the effect that we must be prepared to take account of the fact that our location in the universe is necessarily privileged to the extent of being compatible with our existence as observers. (Carter [1974], p. 127)

And SAP states that:

… the Universe (and hence the fundamental parameters on which it depends) must be such as to admit the creation of observers within it at some stage. (Carter [1974], p. 129)

Leslie’s explications

There has been a lot of confusion about the meaning and definition of the anthropic principles. Philosopher John Leslie has made some very useful clarifications [1989]. Leslie argues that AP, WAP and SAP can all be understood as tautologies and that the difference between them is often purely verbal. 


In Leslie’s explication, AP simply says that:

Any intelligent living beings that there are can find themselves only where intelligent life is possible. (Leslie [1989], p. 128)


WAP then says that observers find themselves only at spatiotemporal locations where observers are possible. SAP says that observers find themselves only in universes that allow observers to exist. The “universes” referred to here are roughly: “huge spacetime regions that might be more or less causally disconnected from other spacetime regions”. Since the distinction between a spatiotemporal location and a universe is not sharp, nor is the distinction between WAP and SAP.


Hasn’t Leslie trivialized anthropic reasoning with this definition of AP? Not necessarily. Whereas the principle itself is a tautology, the invocation of it to do explanatory work is dependent on nontrivial assumptions about the world. Rather than saying that the truth of AP is problematic, we say its applicability is problematic, i.e. that it is problematic whether the world is such that the AP can play a part in interesting explanations and predictions. For example, SAP explanations of the apparent fine-tuning of our universe require the existence of an ensemble of universes which differ in a wide range of parameters and that observers exist only in some of these universes. In the absence of such an ensemble, SAP is vacuously satisfied; it would still be true but it would be unable to help us explain why our universe appears fine-tuned.

alternative explications of wap

I think Leslie’s explications of AP, WAP and SAP are on the right track. They are not the only ones that have been proposed though. Barrow & Tipler [1986] introduced some rather different definitions/expications:

Weak Anthropic Principle (WAP): The observed values of all physical and cosmological quantities are not equally probable but they take on values restricted by the requirement that there exist sites where carbon-based life can evolve and by the requirement that the Universe be old enough for it to have already done so. (p. 16)


The reference to ‘carbon-based life’ does not appear in Carter’s original definition. Indeed, Carter has explicitly stated that he intended the principle to be applicable “not only by our human civilization, but also by any extraterrestrial (or non-human future-terrestrial) civilization that may exist.” (Carter [1989], p. 18). So it seems wrong to introduce the restriction to carbon-based life forms.


A critical reader may interrupt at this point that if the WAP is a tautology anyway then it’s difficult to see how the clause about carbon-based life makes a difference. We need a deeper understanding of how anthropic reasoning works before we can address this point. So I set it to one side for the moment. Here we can simply note that the talk about carbon-based life does not appear Carter’s original definition.


Indeed, Carter now kicks himself for having called the principle “anthropic”. This unfortunate adjective makes it look as if something essential hinges on our being human, as if anthropic reasoning were an attempt to restore homo sapiens sapiens to its glorious role as the Pivot of Creation. That’s all wrong, of course, but many people have been misled by the term into believing this. For example, Stephen Jay Gould’s [1985] criticism of the anthropic principle is based on exactly this misconception. Carter suggests that a more accurate denomination would be “the observer self-selection principle” but he figures it’s now too late for terminological reform.

Alternative explications of sap

Barrow & Tipler defines SAP like this:

The Universe must have those properties which allow life to develop within it at some stage in its history. (Barrow & Tipler [1986], p. 21)

On the face of it, this is rather similar to Carter’s definition. They do differ in one obvious but minor respect. Barrow & Tipler’s explication refers to the development of life. Leslie’s explication improves this to intelligent life. But Carter’s definition speaks of observers. “Observers” and “intelligent life” are not the same concept. It seems possible that there could be (and might come to be in the future) intelligent, conscious observers that were not part of what we call life – for example if they lack such properties as being self-replicating or having a metabolism etc. For reasons that will become clear later, I think that Carter’s formulation is superior in this respect. Not being alive, but being an (intelligent) observer is what matters for anthropic reasoning.

 
Another nit-pick: There might well be several distinct sets of properties that the universe could have, each of which would allow life to develop. Surely the universe is not required to have all of these sets of properties. Yet, that’s what seems to be implied on a literal reading of “must have those properties which allow life to develop”. Charity might suggest a different reading, but in view of Barrow & Tipler’s insistence that the life be carbon-based in their definition of WAP, it’s not altogether clear that there is not some kind of misconception lurking behind the sloppy formulation.


Barrow and Tipler have defined SAP individually on other occasions, and then their definitions turned out to be quite different:

… intelligent life must evolve somewhere in any physically realistic universe. (Tipler [1982], p. 37)

The Universe must contain life. (Barrow [1983], p. 149)

These definitions state that life must exist, which implies that life exists. The previous formulations of SAP we have looked at (by Carter, Barrow & Tipler, and Leslie) all stated that the universe must allow or admit the creation of life (or observers). This is most naturally read as saying only that the laws and parameters of the universe must be compatible with life; which does not imply that life exists. The various formulations are clearly not equivalent.


Note in also that with the two latter definitions we also face the additional problem of how to understand the “must”. What is the force of this modal operator? Is it logical, metaphysical, epistemological or nomological? Or even theological or ethical? The definitions remain highly ambiguous until the nature of the “must” is specified.


Barrow & Tipler, in their [1986] book, list three possible interpretations of SAP:

(A) There exists one possible Universe ‘designed’ with the goal of generating and sustaining ‘observers’.

(B) Observers are necessary to bring the Universe into being.

(C) An ensemble of other different universes is necessary for the existence of our Universe.

I think Barrow & Tipler are going of on a completely wrong track here. The anthropic principle is about observational selection effect, but none of these three definitions have anything to do with that.


(A) points to the teleological idea that the Universe was designed with goal of generating observers (spiced up with the added requirement that the “designed” Universe is the only possible one). Yet, anthropic reasoning is counter-teleological! As we shall see later, one of its main potential uses is to provide an alternative explanation to why the universe appears to fine-tuned to allow the existence of intelligent life, an explanation that is not teleological and that does in fact diminish the probability that a teleological explanation is correct.


(B) is identical to what John Wheeler had earlier branded the Participatory Anthropic Principle (PAP). It echoes Berkelian idealism, although Barrow & Tipler want to invest it with physical significance by considering it in the context of quantum mechanics. Operating within the framework of quantum cosmology and the Many-Worlds Interpretation of quantum physics, they state that at least in its version (B), the SAP imposes a boundary condition on the universal wave function. For example, all branches of the universal wave function have zero amplitude if they represent closed universes that suffers a Big Crunch before life has had a chance to evolve. That is, such short-lived universes do not exist. “SAP requires a universe branch which does not contain intelligent life to be non-existent; that is, branches without intelligent life cannot appear in the Universal wave function.” ([1986], p. 503). As far as I can see, this speculation is totally unrelated to anything Carter had in mind when he introduced the anthropic principle.


(C) Barrow & Tipler think that this statement receives support from the Many-Worlds Interpretation and the sum-over-histories approach to quantum gravity, “because they must unavoidably recognize the existence of a whole class of real ‘other worlds’ from which ours is selected by an optimizing principle.” ([1986], p. 22). (Notice, by the way, that what Barrow and Tipler say about (B) and (C) indicates that the necessity these formulations refer to should be understood in the nomological sense, as physical necessity.) Again, this seems to have little do to with observer selection effects. It is true that there is a connection between SAP and the existence of multiple worlds. From the standpoint of Leslie’s explication, this connection can be stated as follows: The SAP is only applicable (non-vacuously) if there is a suitable world ensemble. But in no way does the SAP presuppose that our universe could not have existed in the absence of whatever other universes there might be.

other “Anthropic” principles

For completeness, we should mention some other principles that have been called “antropic”:

The Superweak Anthropic Principle. Formulated by John Leslie [1989], it states that

If intelligent life’s emergence, NO MATTER HOW HOSPITABLE THE ENVIRONMENT, always involves very improbable happenings, then any intelligent living beings that there are evolved where such improbable happenings happened.” (p. 132; emphasis and capitals as in the original).

The implication, as Michael Hart [1982] has stressed, is that we shouldn’t assume that the evolution of life on an earth-like planet might not well be very extremely improbable. Provided there are enough earth-like planets, as there would in an infinite universe, then even a chance lower than 1 in 103,000 would be enough to ensure that life would evolve somewhere
. Naturally, what we would observe would be one of the rare planets were such an improbable chance event had occurred.


The Superweak Anthropic Principle can be seen as one particular application of WAP; it doesn’t add anything to what’s already contained in Carter’s principles.

The Final Anthropic Principle (FAP). This principle is defined in Barrow [1983] and Barrow & Tipler [1986] (p. 23):

Intelligent information-processing must come into existence in the universe, and, once it comes into existence, it will never die out.

What grounds are there for accepting FAP? Barrow & Tipler give the following motivation:

Suppose that for some unknown reason the SAP is true and that intelligent life must come into existence at some stage in the Universe’s history. But if it dies out at our stage of development, long before it has had any measurable non-quantum influence on the Universe in the large, it is hard to see why it must have come into existence in the first place. (p. 23)

Barrow & Tipler warn their readers that FAP is “quite speculative” and that it should not “be regarded as well-established principles of physics” (p. 23). You bet!


The spirit of FAP is actually quite antithetic to Carter’s anthropic principle (Carter [1989], Leslie [1985]). Carter’s AP is about observer self-selection and one main use of AP is to counter teleological arguments for the existence of a Creator or Cosmic Designer. FAP has nothing to do with observer self-selection and it is hard not to suspect a deistic agenda behind Barrow & Tipler’s words. Moreover, while AP, WAP and SAP can be understood as tautologies, FAP is not only not a tautology but it also lacks any other form of justification. FAP is pure speculation.
 Martin Gardner [1986] even charges that it is more accurately called CRAP, the completely ridiculous anthropic principle.


In order for anthropic reasoning to become a useful and scientifically respectable methodology, it is essential that it be clearly separated from claims like PAP and FAP.
There are a number of other “anthropic” principles floating around, several of which haven’t appeared in professional peer-reviewed publications. Since I want to be brief, I shan’t comment on them here. (For the benefit of the collector, I c couple more in this footnote
.

the Copernican anthropic principle
I’ve been saving the best for last. Underlying the delta t argument is what Gott calls the Copernican anthropic principle, which says that you should consider yourself as being randomly sampled from the set of all intelligent observers:

[T]he location of your birth in space and time in the Universe is privileged (or special) only to the extent implied by the fact that you are an intelligent observer, that your location among intelligent observers is not special but rather picked at random from the set of all intelligent observers (past, present and future any one of whom you could have been. (p. 316)

The Copernican anthropic principle says that you are more likely to be where there are many observers that where there are few. I think this constitutes an important and legitimate strengthening of WAP and SAP. I shall argue in a later chapter that a (somewhat modified and fortified) version of the Copernican anthropic principle is indeed the way to go if we want to explicate what the legitimate invocations of AP really amount to.

2. Anthropic principles predictions in biology

What makes the anthropic principles interesting in my view is that they purportedly give rise to a number of interesting predictions. According to Carter, the “obviously most important” of these predictions is the one obtained through the doomsday argument. We will devote a special section to that. Here I will review a set of other intriguing empirical applications of anthropic reasoning to the field of evolutionary biology.

The probability of intelligent life evolving on a planet like ours

Brandon Carter ([1983], [1989]) has devised an argument, which he says is based on the anthropic principle, to the effect that the intrinsic probability that intelligent life will evolve on given earth-like planet is probably very small. 


Define the three time intervals: 
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, “the expected average time … which would be intrinsically most likely for the evolution of a system of ‘intelligent observers’, in the form of a scientific civilization such as our own” ([1983], p. 353); te, which is the time taken by biological evolution on this planet ( 0.4 ( 1010  years; and (0, the lifetime of the main sequence of the sun ( 1010  years.


The argument in outline runs as follows: Since at the present stage of understanding in biochemistry and evolutionary biology we have no way of making even an approximate calculation of how likely the evolution of intelligent life is on a planet like ours, we should use a very broad prior probability distribution for this. We can partition the range of possible values of 
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 roughly into three regions: 
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 ( (0, or 
[image: image5.wmf]t

 >> (0. Of these three possibilities we can rule out the second one a priori, with high probability, since it represents a very narrow segment of the total hypothesis space, and since a priori there is no reason to suppose that the expected time to evolve intelligent life should be correlated with the duration of the main sequence of stars like ours. But we can also rule out (with great probability) the first alternative, since if the expected time to evolve intelligent life were much smaller than (0, then we would expect life to have evolved much earlier than it in fact did. This leaves us with 
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 >> (0, meaning that life was very unlikely to evolve as fast as it did, within the lifetime of the main sequence of the sun.


What fuels this conclusion is the near coincidence between te and (0, where we would a priori have no reason to suppose that these two quantities would be within an order of magnitude (even within a factor of about two) from each other. This fact is combined with the weak anthropic principle to yield the prediction that the evolution of intelligent life is very unlikely to happen on a given planet within the main sequence of its star. The contribution that the anthropic principle makes is that it points to the fact that we could not possibly have found that the intelligent life we observe had taken longer than (0. Whenever intelligent life evolves on a planet it must find that it evolved before its sun went extinct. Were it not for this selection effect, that the only evolutionary processes that are observed first-hand are those which gave rise to intelligent observers in a shorter time than (0, then the observation that te ( (0  would have falsified the hypothesis that 
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>>(0 just as it falsified 
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 << (0. But thanks to this selection effect, te ( (0  is precisely what one would expect to observe even if the evolutionary process leading to intelligent life were intrinsically very unlikely to take place in as short a time as (0.


A corollary of this result is that there probably aren’t any extraterrestrial civilizations anywhere near us, maybe not even in our galaxy.

How many improbable steps in the evolution of humans?

Carter proposes an ingenious way to milk even more insights from this “remarkable coincidence between the time-scale for the past biological evolution on Earth and the future life expectancy of the sun” ([1983], p.). We can use it to estimate the number of hard steps in the evolution of human civilization.


Simplifying a bit, and partly using Carter’s own words, the reasoning goes as follows.


Considerations about the information content in the human genome show that even for very moderate mutation rates, it would only take a very short time to bring about dramatic changes, provided the selection pressure were constantly pushing in the same direction. How short this time is depends on the complexity of the organism (size of its genome) and the length of the generation cycles. Carter gives a very rough estimate of about a day for bacteria and about ten thousand years for humans. Thus the time taken by biological evolution on Earth up to our own present stage of advancement has been many tens of thousands of times longer than need have been the case if strong Darwinian selection pressure had at all stages been steadily directed towards the present outcome.


This suggests to Carter that we can model evolution as a sequence of hard steps interpolated between relatively easy transitions.  The attainment of a particular development, such human-level intelligence, requires the successful passage through a number of steps involving the acquisition of relevant accessories (e.g. eyes). Some of these steps may be “critical”. A critical step is defined to be a development that is so unlikely that the expected time to take the step is as about as long as (0  or longer. A particular step may be so hard, for instance because it requires several simultaneous mutations effecting a leap from one fitness peak to another. Or it could be because random factors in the environment (such as interactions with other organisms) only seldom conspire to provide the appropriate fitness landscape for the ascent to the relevant fitness peak to be possible. The evolution of eyes, for example, is presumably not such a critical step, since it has occurred independently on over forty occasions. But the evolutionary step from prokaryotes to eukaryotes could be a plausible candidate, since it seems to have happened only once and it seems to be a precondition for the evolution of intelligent civilizations.


How many critical steps were there in the evolution of intelligent observes on Earth? Carter thinks he can estimate this from the fact that (0 – te, the time remaining until the end of the main sequence of the sun, is about approximately the same as the time te it took for us to evolve. (0 defines a window of opportunity; if intelligent observers had not evolved before (0  then they would not have evolved (on Earth) at all. This implies that the length of the interval between te and (0  – the time that was “left over” – is indicative of how many hard steps there were.


To see why this is so, imagine that somebody had to pick five combination locks by random trial and error (i.e. without memory). Suppose these locks had 1, 2, 3, 4, and 5 dials, respectively, and that each dial had ten numbers. Then the expected time to pick each lock is .01, .1, 1, 10, and 100 hours respectively. If you just had a go at picking each of these locks and you kept trying until you succeeded, then the set of times it took for you to pick the locks would probably make possible a reasonable guess about which lock is which. For example, a typical set of picking times might be .00482, .113, 1.06, 7.88, and 202 hours. You could easily see that .00482 probably corresponded to the easiest lock, .113 to the second easiest etc.


Now suppose instead that other persons are trying to pick these locks, that each person can only try for one hour, and that you will only hear about the successful attempts. Imagine you are given the following list of sorted pick-times for a particular successful run: .00583, .0934, .248, .276, and .319 hours. You could still see that .00583 and .0934 probably corresponded to the two easiest locks, respectively. But you couldn’t really distinguish between the other three locks. Their times are too similar. This is characteristic of the ‘critical’ steps: how long they took to complete conditional on their being completed before the cut-off time says very little about how difficult they were.


The average completion time for a process with one very hard step, conditional on that step being completed, is about halfway to the cut-off time. (The harder the step, the more accurately this approximation holds.) So the time remaining after the step is completed will on average be about half the total time available. Similarly, if there are two hard steps, and we conditionalize on success, we expect about one third of the total available time to be left over at the end. Robin Hanson [1998] has run Monte Carlo simulations on the locks example. The results from 10,000 successful runs are presented in Table 1.

If Done in 1
Five Steps
Left

Difficulty
.01
.1
1
10
100
   –

Average
.0096
.0745
.2021
.2366
.2372
.2340

Deviation
.0096
.0722
.1643
.1825
.1830
.1820

Table 1: Simulation of five Steps with (10 Difficulty Increments. Hanson [1998]


Carter reasons that the evolution of intelligent life had to proceed through a sequence of improbable steps, and that the time when the sun leaves its main sequence marks an external cut-off point. Since we find that intelligent life was achieved when approximately half the time to the cut-off remains, this indicates that the number of improbable steps was very small: “the values n = 1 and n = 2 are quite consistent, but values from n = 3 onwards become rapidly more difficult to reconcile with the comparatively long period during which terrestrial conditions seem likely to remain favourable” ([1983], p. 361).

BARROW AND Tipler’s Alternative interpretation

As is often the case with anthropic reasoning, there are alternative interpretations of what the conclusion should be, even if the basic structure of the argument is agreed to be correct.


If we are initially quite certain about when the external cut-off time is then we can use the foregoing reasoning to infer the approximate number of critical steps in the evolution of intelligent life. But in fact we don’t really know when the external cut-off time is.


We have an upper bound, given by the time when the sun leaves the main sequence. This will cause the temperature on Earth to rise and the oceans to boil away, as the planet becomes engulfed in the expanding sun. This red giant phase will last for a few hundred million years. After that, the sun will contract and become a white dwarf that will radiate too little energy to keep water liquid on any of the planets. Under these conditions, it is presumably not possible for intelligent life to evolve.


But we don’t know if this bound is the least upper bound. There is no obvious reason why there could not be some irreversible process that will take place before the sun leaves its main sequence and that would make it impossible for intelligent life to evolve on our planet.


For example, some computer simulations indicate that the Earth’s atmosphere is only marginally stable, that it is balancing on the edge between runaway glaciation and runaway heating. Runaway glaciation could occur if the polar ice caps for some reason expanded too much. This could cause the reflectivity of the Earth to increase so that less sunlight would be absorbed, leading to lower temperatures and yet more glaciation. Before long, the surface of the Earth would be frozen solid. 


Runaway heating could potentially occur if the concentration of CO2 in the atmosphere becomes too high. This would cause temperatures to rise because of the well-know greenhouse effect, causing even more CO2 to be released into the atmosphere. The process would continue until the oceans boiled away and the Earth become inhabitable.


(Note that the runaway heating scenario we are discussing here would obviously not be caused by the emission of greenhouse gases by humans. That would imply that humans had already evolved. What we are looking for here is an external cut-off event that would limit the time available for intelligent life to evolve.)


So if we are uncertain about what may be the least upper bound t0 on the time it could take to evolve intelligent life on a planet, perhaps we should try to directly estimate the number of critical steps and then use that to derive an estimate of t0 rather than the other way around. Barrow and Tipler, never to be faulted for intellectual timidity, set out to do this.


Barrow and Tipler realize that evolutionary theory is not sufficiently advanced to allow us to determine the precise value of n with a high degree of confidence. Instead, what they try to do is list ten evolutionary transitions that seem to be plausible candidates for being critical steps. This would set a lower bound n ( 10, which would set an upper bound on t0. 


They state three criteria that transitions have to satisfy in order to be plausible candidates for being critical steps (p. 561):

1. “The step must have been unique; it must have occurred only once in the entire history of life.”

2. “[T]he unique trait must a single seme (a trait under multigene control).”

3. “The trait must clearly be essential for the existence of an intelligent species.”

(The motivation for (1) and (3) is obvious. The motivation for (2) is less clear, but the authors mention that there is considerable evidence that a seme, once it has evolved, never disappears without leaving some trace behind it in surviving lineages. So if we observe a seme that is uniquely encoded, and we don’t find any traces of alternative encodings of the same seme, then it is most probably because the seme has only evolved once, its most probable time of evolution being greater than (0.)


The ten plausible candidates for being critical steps are the following. (I’m quoting selectively from pp. 562-64.)

1. The development of the DNA-based genetic code. 

2. The invention of aerobic respiration.

3. The invention of glucose fermentation to pyruvic acid.

4. The origin of autotropic photosynthesis. [This trait may well not be in the human lineage but it seems necessary for human evolution and that is sufficient.]

5. The origin of mitochondria.

6. The formation of the cenriole/kinetosome/undilipodia complex. [The microtubules which make up this complex have a dual use: they are used to separate the chromosomes during cell division in eukaryotes and to form the axons and dendrites of nerve cells.]

7. The evolution of an eye precursor. [I remarked earlier that the eye has evolved over forty times, but there is some evidence suggesting that these all developed from an eye precursor that itself only evolved once.]

8. The development of endoskeleton.

9. The development of chordates.

10. The development of Homo sapiens in the chordate lineage.

Barrow and Tipler provide some brief remarks about each of these candidates as to why they should be taken to be critical steps. They don’t claim to have offered anything more than suggestions, however.


If we accept that n ( 10 then we get 4.5(108  as an upper bound on how long we can expect the biosphere on Earth to continue in the future, or at least on how long we can expect the evolution of intelligent life to remain possible.


This conclusion, even if correct, should not necessarily be taken as a basis for arguing that intelligent life will go extinct within forty-five million years. Once intelligent life has evolved, it is quite possible that it will find ways of surviving the events that would have put an end to the window of opportunity during which more primitive life forms could have evolved into humans. For example, when the sun expands to engulf the Earth, that will surely put an end to the possibility of the Earth evolving any new intelligent life. But our intelligent successors might very well survive this event. By the time it happens, they would already have had ample time to colonize the whole galaxy. As we shall later see, there are other ways in which anthropic reasoning might cast a shadow of doubt on the future prospects of our species, but the present application is not one of them.

ROBIN HANSON’S analysis

Robin Hanson [1998] has analyzed Carter’s critical-steps model and concludes that “If there are much more than about seven such steps, then stellar evolution likely is not the limiting factor; some other destructive process must be responsible for a shortened time window.” (p.4). This estimate uses the figure 1.1 billion years for the time left until the sun’s expansion will cause the demise of Earth’s biosphere.


Hanson also points out that we should expect the critical steps to be roughly equally spaced in time. (We can see this an illustration of this in the results of the Monte Carlo simulations cited earlier in Table 1.) This poses an additional constraint on theories about what the critical steps might be. For instance, the set of ten steps that Barrow and Tipler suggested can be criticized on this ground. “Three of Barrow and Tipler’s steps seem to occur near the Cambrian explosion. With ten very hard steps, the probability that three adjacent transitions occur within a 100 million year (i.e., 2%) period is less than 20%. This suggests we reject this model.” (p. 9).


A set of critical steps that fares better under this constraint is the one favored by J. William Schopf [1992]. His set has four transitions: “Filimentous Prokaryotes”, “Unicellular Eukaryotes”, “Sexual(?) Eukaryotes”, and “Metazoans”. These transitions occurred about 3.5, 1.8, 1.1, and 0.6 years ago, respectively. To these transitions we may add the emergence of life from inorganic matter and the recent primate transition. The set of durations of these steps is fully consistent with Carter’s argument and Hanson’s constraint of approximately equal spacing.

3. IMPLICATIONS FOR PHYSICS AND COSMOLOGY

Perhaps the most well-known applications of anthropic reasoning are in the area of cosmology. That’s what we will be looking at in this section. 

The anthropic coincidences

The observable universe appears to be fine-tuned for the existence of intelligent life in several respects. Fine-tuning in the sense intended here does not presuppose the existence of somebody doing the tuning. All it means is that certain conditions of our universe are such that had they been just tiny bit different then intelligent life could not have evolved. The possibility of life appears, so to speak, to be balancing in a spectacular way on a knife’s edge.


The literature already contains several excellent overviews
 of the so-called anthropic coincidences, the empirical evidence of fine-tuning. I will therefore be brief here and just summarize the main findings. I find it useful to divide fine-tuning into four categories: fine-tuning in random events; fine-tuning of initial conditions; fine-tuning of physical parameters; and fine-tuning of physical laws.

1. Fine-tuning in random events

This aspect of fine-tuning is generally overlooked in lists of the anthropic coincidences. The idea is that if our universe is indeterministic – and in view of quantum mechanics that does not seem too implausible – then specifying the “initial conditions”, the physical parameters and the fundamental laws is not going to amount to a specification of everything that goes on in the world. Even with the right initial conditions, parameters and laws, the world might still fail to sire any intelligent life. The indeterministic chance events could fail to happen in ways that would lead to the evolution of intelligent life. Thus it makes sense to allow for the possibility that our universe might be fine-tuned with respect to its random events. By showing that the evolution of life depended on indeterministic processes that (given the actual initial conditions, physical parameters and fundamental laws) were highly unlikely to produce intelligent life, you would establish that the random events in our universe are fine-tuned for this outcome.


What are the facts? Does our universe appear to be fine-tuned in this respect? It’s hard to tell with any confidence. The available evidence is perfectly compatible with the probability of intelligent life evolving on an earth-like planet being extremely small. If that is so, and if the improbability derives from the fact that indeterministic processes need to have very improbable outcomes if intelligent life is to evolve, then this means that the random events were fine-tuned for intelligent life.


How improbable should the evolution of intelligent life on an earth-like planet be (relative to the initial conditions, physical parameters and fundamental laws in our universe) in order that we should begin to say that the random events were fine-tuned? Answer: When the evolution of intelligent life on an earth-like planet is so improbable (p ( 10-20) that it was unlikely that any intelligent life would evolve anywhere in the observable universe, then we would speak of fine-tuning. If the probability were any greater than that, then it was likely that intelligent life would evolve somewhere in the observable universe. Naturally, we would find ourselves in a place where life did in fact evolve, no matter how improbable that was. Consequently, there would be no reason to be amazed that the random events happened as they did, and there would be no need to postulate things outside the observable universe to explain the appearances.

2. Fine-tuning in initial conditions

The “initial conditions” of our universe, by which I will here mean the conditions on some Cauchy hypersurface in the very early universe, have appeared to some people to require fine-tuning. The flatness problem and the smoothness problem are two of the most well-know anthropic coincidences.

The flatness problem. – If the expansion rate of the early universe had been slightly greater than it was, expansion would have been too rapid for galaxies to form. If it had been slightly smaller, the universe would have recollapsed within a fraction of a second. It seems that in neither case could life have developed. And these disasters would have happened even if the expansion speed had varied maybe as little as by a factor of 10-54. This is called the flatness problem because that the universe had precisely the expansion speed it had implies that space is remarkably “flat” (and that the density parameter ( ( 1).

The smoothness problem. – This refers to puzzle of why the universe looks homogeneous and isotropic on large scales. If enough time has not yet lapsed for distant regions to have been in causal contact with one another, how comes they’re in thermal equilibrium? Why is the matter-distribution in the observable universe so smooth (preventing excessive black hole formation) and yet sufficiently grainy to allow stars and planets to form?

The flatness and smoothness problems were an important part of the original motivation for developing inflation theory (more of which below). Inflation holds out the promise of solving both these problems. However, inflation theory also introduces certain new parameters that themselves require fine-tuning. It might well be that the only way for inflation theory around this predicament is to resort to a world ensemble explanation. This need not count against inflation theory, since at least some inflation theories provide a natural explanation of how a multitude of worlds could come to arise as a result of inflation. 

Time’s arrow. – Why was entropy so low near big bang? Without a very low entropy point in the past, it might have been impossible for life to evolve. Is this another anthropic coincidence?


One difference between the low initial entropy and the other anthropic coincidences is that there is not the sensitivity to small variations in the case of the low entropy. If the entropy after big bang had been very slightly bigger or smaller, it’s not clear that that would have made the evolution of life impossible. So there is not really a fine-tuning in the entropy parameter.


The mystery of the low initial entropy is not due to life depending on the entropy taking exactly the value it has. Rather, the mystery is due to the apparent reasonableness of assuming a “natural”, uniform probability distribution over state space and then noting that the set of states where the entropy is even nearly as low as it was after big bang gets an extremely small probability under any such “natural” measure.


Still, one shouldn't overemphasize this difference. At some level, all anthropic coincidences depend explicitly or implicitly on assumptions about a prior measure over possible parameter values. (This is not a reason to belittle the anthropic coincidences. All inductive inferences depend on assumptions about plausible priors. I will return to this point in a later chapter.)


There is another difference. In the case of the anthropic coincidences, the coincidence is that certain conditions, which are necessary for intelligent life, seem to have an extremely low prior probability; and yet these conditions do in fact obtain. In the case of the problem of the low initial entropy there is no overt appeal to the existence of intelligent life. Of course, initial low entropy might be a necessary condition for the evolution of life; but that is not the only thing that makes the initial low entropy remarkable. Low initial entropy could seem an unlikely coincidence even if it could be conclusively proved that life as we know it could thrive with much higher initial entropy. If anything, such a proof would make it even more puzzling why the entropy started out so low.


But again, this difference should not be overemphasized. If there is any genuine reason for puzzlement in the fact that space is so nearly flat, then that reason could well be strengthened rather than weakened if it were discovered that a nearly flat space was not in any way a prerequisite for the flourishing of intelligent life. Why? Because if life were not dependent on (or at least correlated with) a flat space then the possibility of giving an anthropic explanation of why space is flat would not exist. The mystery would intensify when one promising explanation was ruled out. – A later chapter will return to this point.

3. Fine-tuning in physical parameters

The values of various constants appear to be fine-tuned. Here I will just mention a few instances of such fine-tuning; in many cases, there are additional and perhaps more demanding constrains that the physical parameters have to satisfy for our universe to be life-permitting.

Force strengths. – All the four forces are crucial for the evolution of intelligent life and even minuscule variations in their strengths would seem to have made life impossible.


The nuclear strong force: If it were one or two per cent stronger, there would either no protons (and hence no atoms) would produced or there would be protons but they would be bound as diprotons which would cause stars to burn about 1018 times faster than they do. If it were five per cent weaker then there would be no atoms except hydrogen.


The nuclear weak force: Had it been slightly stronger then all hydrogen would have fused and formed helium early on, hence no water and no long-lived stars. Had it been weaker (by an order of magnitude or so), then there would have been no hydrogen because neutrons formed at early stages of big bang would too quickly have decayed into protons.


Electromagnetism: Slightly stronger, and all main sequence stars would be red stars, presumably with too little luminosity to thaw any of their planets, and there would be no supernovae to generate elements heavier than iron. Slightly weaker, and main sequence stars would be very hot and radiative and they would remain stable for no more than few million years.


Gravity: Either stronger or weaker, it could prevent the formation of galaxies, stars and planets. Moderate variations in the gravitational constant could also drastically affect the stability and burn-rate of stars.

Particle masses. – A slight variation in the ratio between the proton mass and the neutron mass would lead to disastrous consequences. The same holds for the mass ratios between the proton and the electron and for the mass ratio between the neutron and the electron.


Notice that if you know two of these ratios, the third can be mathematically deduced. Does that mean that we have just two anthropic coincidences here? That’s not so clear. If there are three independent physical constraints (one for each ratio), then it could be argued that there is also a coincidence in the fact that these constraints are simultaneously satisfiable. If we count this as an anthropic coincidence then the three ratios really do represent three anthropic coincidences.


Changes in the superheavy particles that were prominent in the early stages of big bang could have meant that the later universe would either consist exclusively of black holes or else that it would be too dilute for galaxies and stars to form.


We have already touched upon two other ways in which the particle masses are fine-tuned. The first is that the forces are fine-tuned and since the force strength is determined by the masses of messenger particles and the screening and antiscreening particles, this could also be viewed as a fine-tuning requirement on these particles. The second is that inflation theory, which is intended to get rid of some of the fine-tuning requirements, itself might introduce other fine-tuning requirements, and some of these may be viewed as requirements on the masses of certain scalar particles.

Dimensionality. – It has been argued (e.g. Tegmark [1997]) that life is only possible in a universe with exactly three spatial dimensions and one temporal. The demonstrations of this purported fact tend to presuppose that the physical laws in these other-dimensional universes would take forms that are at least somewhat analogous to the ones they have in our universe.


If we allow the laws to change in the right ways, then it is be possible to have intelligent life in other-dimensional universes. For instance, J. H. Conway’s Game of Life uses a (2+1) dimensional topology, and it has been proved that it is possible to build a universal Turing machine in that environment. Purported demonstrations that other-dimensional spaces could not contain life must therefore be understood to make the (sometimes unfortunately implicit) assumption that the laws of physics in those other-dimensional universes would be analogous to the laws of physics in the actual universe.


This doesn’t mean that the fact that the universe has (3+1) dimensions cannot be regarded as an anthropic coincidence. You could argue that there is a coincidence in the fact that the dimensionality of our universe happens to fit together with its physical laws in such a way as to make life possible.

4. Fine-tuning in fundamental laws

Why do the laws of physics permit the existence of intelligent life? True, it might be more difficult to agree on what the prior probability distribution is over the set of possible laws than, say, over the set of possible initial expansion rates of the universe. That doesn’t mean there is nothing to be in the least bit surprised over, however. On the extreme end, it has even been suggested (Leslie [1989], pp.58ff.) that such a fundamental feature of our universe as that there are causal regularities may be regarded as an anthropic coincidence.


The values of various parameters are often subject to multiple constraints if life is to be possible. As it happens, in our universe these constraints are mutually consistent, but there is no obvious reason why that need be so. It follows from the laws of physics; but that’s just to say that the laws of physics happen to be such as to make the constraints mutually consistent, and there’s no obvious reason why that need be so either. Leslie writes, “A force strength or a particle mass often seems to need to be more or less exactly what it is not just for one reason, but for two or three or five. … So, you might think, mustn’t it be inexplicable good fortune that the requirements which have to be satisfied do not conflict?” (p. 64)


Providing an anthropic explanation of coincidences of such fundamental properties of our world as its physical laws or that it possesses a high degree of causal regularity poses a special challenge. What is needed (if an anthropic explanation is called for, which is not clear) is a world ensemble where the worlds differ not just in their chance events, initial conditions, and the values of their physical constants, but also in their physical laws. Most multiverse-generating physical mechanisms that have been proposed do not yield this big a variability in the worlds they produce.

WAP as an objection against the design argument

WAP has been put to use to refute, or at least weaken, the design argument for the existence of a Creator. The anthropic coincidences can give the impression that the universe if fine-tuned in a striking way that can only be explained by invoking the notion of a Creator who chose the physical constants with the goal in mind of creating intelligent life. Just as, before Darwin, the clever design of biological organisms led some thinkers to infer God’s existence, so the clever selection of the values of physical constants have more recently been used to argue an updated version of the teleological argument (Tennant [1930]).


The theory of evolution destroyed the original design argument. But despite much progress in fundamental physics and cosmology, we still do not have a generally accepted physical theory that explains why the physical constants underlying the anthropic coincidences have life-permitting values. (We will return in a later chapter to what sort of thing such an explanation could be and what it would accomplish.) So a modernized version of the design argument has appeared in deistic circles and it sees a proof of design not in the fine craftsmanship embodied in the plants and animals, but in the incredibly delicate balance of the values of physical parameters on which the possibility of life depends.


The WAP could be used to counter the new design argument either through showing that the apparent fine-tuning is just that – apparent; or by showing that although the fine-tuning is real, it ought not surprise us and it is not something that cries out for explanation. The first use requires the postulation of a world ensemble. The second use doesn’t require that but is open to (in my opinion justified) criticism on logical grounds and I won’t go into it here.

World ensembles explanations

Suppose we had reason to believe there is a very large ensemble of actual worlds. And suppose that in each of these worlds the values of the physical constants took on random values from some suitably broad distribution. A world in this sense is of course not be a totality of what exists. Rather, it would be space-time region that might be more or less causally disconnected from the other worlds (space-time regions).


Under this supposition, there would be many worlds in which no life could evolve. But provided the world ensemble is big enough, there would also be some worlds where the physical constants permitted the evolution of intelligent life. And by the WAP, these life-permitting worlds are the ones we in which we should expect to find ourselves. Thus the combination of the SSA and the assumption of a suitable world ensemble implies that we should find ourselves in a universe where the constants are apparently fine-tuned so as to admit the evolution of intelligent life. This appearance of fine-tuning is the product of a selection effect: only the worlds with precisely the “right” values of the fundamental constants are observed. The appearance of fine-tuning is a local phenomenon. If we look at the world ensemble as a whole, we don’t see any sign of fine-tuning.


Even with the right values of the fundamental constants, it might still turn out that the evolution of intelligent life is exceedingly improbable, especially if the worlds in the world ensemble are of not very extensive in either time or space. It could be improbable in the sense that under any “natural” measure over the space of possible boundary conditions, the set of boundary conditions that give rise to intelligent life have an extremely small measure. But this kind of fine-tuning can be fixed in the same way as the fine-tuning in the fundamental constants – by postulating the existence of a world ensemble with worlds varying in boundary conditions as well as in the values of the constants.


Most who have thought about this seem to agree that the teleological argument fails if we have good grounds for believing in the existence of the right sort of world ensemble. Such grounds could in principle be divided into two classes: independent grounds, maybe derived from physical theories which in their turn rest on normal empirical evidence; or grounds that are dependent on the perceived philosophical need to account for the otherwise seemingly improbable fine-tuning of the universe. In practice, the independent and dependent grounds are often inextricably snarled. Let’s take a closer look at what evidence there is for the existence of a world ensemble.

World ensembles in physics and cosmology

Several physical theories have been proposed that would imply that there exists some sort of ensemble of worlds. While these theories are all rather speculative, at least some of them are seen as very strong contestants by many physicists and cosmologists. Here we will discuss:

· Infinite universe in standard big bang cosmology

· Oscillating universe

· Inflation theory

· Symmetry breaking

· Vacuum fluctuations

· Many-Worlds quantum theory

· Other models

Infinite universe in standard big bang cosmology

In my experience, there are widespread misconceptions about what contemporary Big Bang cosmology tells us about finitude or otherwise of the universe. Most knowledgeable people know that in the standard Big Bang cosmology, if the density is great enough then our universe is closed and hence both spatially and temporally finite. The confusion is about what happens if the universe is infinite, as recent observational data suggests it in fact is. I have heard people stating with complete confidence that this implies that the universe is spatially finite, and others stating with equally great confidence that it implies that the universe is spatially infinite.


It is rather surprising that there should be such widespread confusion about what the Big Bang model says about as issue as important as this. The answer could make a big difference to one’s worldview. If a Big Bang universe is spatially infinite and we make some other quite plausible assumptions about the universe being sufficiently ergodic and homogenous on a large scale, then arbitrarily similar replicas of yourself do with probability one exist in infinite numbers right now. An infinite number of such replicas will continue to exist forever. For even though the universe will get thinner and thinner, there will always be a finite probability per volume that a statistical fluctuation generates a lump of matter of any given size and specification (compatible with physical laws). In an infinite space that is enough to guarantee that an infinite number of any such specified lump-type will exist (with probability one). Everything that you have experienced will be experienced again, not only once or twice but an infinite number of times, by yourself or by people exactly like you (depending on your philosophy of personal identity). The total amount of pleasure and of suffering in the universe is infinite, and nothing you can do will change this total in the slightest, nor the total of any other quantity for that matter that is defined non-indexically. In other words, if the universe is infinite (and sufficiently ergodic) then for any local phenomenon we have a full, deep Nietzschean Eternal-Return universe.


So what does Big Bang cosmology really say about the open universe? Assuming the simplest global simplest topology and assuming the universe is homogenous and isotropic on a large scale, it can be described by the Robertson-Walker metric
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where dS2 depends on the curvature, k. (See e.g. Martin [1995].) There are three possibilities: the universe can be closed, flat or open. Corresponding to these three possibilities, we have k = +1, 0, –1, respectively. (The magnitude of k can be absorbed in a redefinition of the units we use.) We have
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Only if k = 1 is the universe finite. The behavior of R(t) depends on whether the universe is dominated by matter or radiation. The early universe is radiation-dominated. From the adiabatic requirement that the expansion be adiabatic, it can then be showed that R(t) is given by 

k = +1:
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Now, R is finite in all these cases, for finite t. This might be the reason why some people think the universe is spatially finite in all these cases for all finite times. However, R is the scale factor of the universe, not its radius. Only for the case k = +1 does R represent the radius. In the other cases, it is better to visualize R(t) by picturing an infinite rubber sheet: R(t) then represents the amount by which this sheet is stretched. The observable manifestation of stretching the sheet is that objects such as stars and galaxies move further apart and the background radiation gets to have a longer wavelength. If we extrapolate backward in time, we see that the cosmic density increases as we approach time zero, but the spatial extent continues to be infinite at all times>0. At t = 0, we have a singularity, where the density would be infinite if the equations were valid in that domain.


Therefore, if the universe is not closed, then it is spatially infinite in the open and the flat case in the standard Big Bang model. It is possible however that the universe may not have the simple global topology that is presupposed in this derivation. Space could be a compact, hyperbolic multiply connected manifold. (A coffee cup is a familiar example of a multiply connected surface, and a doughnut is an example of a multiply connected topology in three dimensions.) Since Einstein’s equations determine only the local curvature of spacetime but leave open the question about global topology, a multiply connected space could be consistent with general relativity. The possibility of a multiply connected hyperbolic universe has recently attracted some attention after it was discovered that it may lead to some interesting testable predictions, namely certain ring-like patterns in the sky that might be observable in future recordings by the COBE satellite. It is a long shot, but it would be well worth checking. A multiply connected space could be finite even if it is “open”, i.e. hyperbolic.


Returning to the simplest topology, if the universe is closed then it is finite. But there is no limit to just how big it may be. In principle, one could have a finite closed universe that is so big that the implications for the anthropic explanation of the anthropic coincidences would be the same as if the universe were infinite. It might be very hard in practice to determine the size of a very big closed universe. We should be able to tell whether it’s open or closed by measuring the density in our own region (which we assume is representative of the whole) and by making certain assumptions about the cosmological constant. But determining the size of the universe if it turns out be closed (which doesn’t seem to be the case) is another and more tricky matter.


An infinite universe or a very big finite one could be said to be equivalent to a world ensemble in the sense that local chance events would happen with high probability in such a universe if and only if they would happen with high probability in an ensemble containing a great number of smaller universes. The universes in the “ensemble” of spacetime regions in an infinite or a very big finite universe would all have the same laws and they would all have same values of the physical constants, because these things presumably do not vary from one spacetime region to another. A very huge Big Bang universe could therefore for present purposes be regarded as an ensemble which is rich in quantity but poor in variability. It is poor in variability if the spacetime regions it contains would only differ in their initial conditions, not in their laws and constants.

Oscillating universe

It has been suggested that if our universe is closed, the big crunch will result in a bounce into another big bang. One can imagine this process repeating itself, big bang followed by a big crunch followed by a big bang, and so forth.


The idea of an oscillating universe obeying Einstein’s equations goes back to A. Friedman, who in 1922 found such a model. Since the universes in Friedman’s model were separated by singularities, it would not be correct to regard them as succeeding one other in time. Rather, they would simply be parallel universes, unrelated to each other both spatially and temporally.


Others took up this idea and developed it further. Tolman had in 1931 proved that an initial singularity is inevitable in any isotropic and homogenous closed universe that satisfied some reasonable constraints on the matter-energy tensor. But this singularity was generally thought to be an artifact of the high degree of symmetry assumed in Tolman’s proof. Tolman himself argued for this interpretation. Under more realistic conditions – with less than perfect isotropy and homogeneity – it was thought that the big crunch would not result in a singularity but would instead rebound into a new big bang. The entropy status of the collapsing universe would be preserved into the new universe. If our universe were a closed one it would then seem it was also an oscillating one.


This theory was dealt a blow when Hawking and Penrose proved a more powerful set of singularity theorems implying that a singularity will occur even under highly inhomogeneous and anisotropic conditions.


This blow is not necessarily mortal. If we extrapolate backwards, then before we reach a singularity we will enter an epoch where the density of the universe is greater than the Planck density (5(1093 gm/cm3). Under these circumstances, quantum-gravitational effects become important. Since we don’t yet have a theory of quantum gravity, we can’t say with any confidence what would happen under such extreme conditions.


There are, however, several other big problems with fitting the oscillating universe models to known data which we won’t go into here. Plus there is an additional set of problems if one is looking to the cyclic models to generate the sort of world ensemble that would be useful for anthropic purposes.


For example, in the Landsberg-Park model (Landsberg & Park [1975]), each universe has a greater entropy, radiation, radius and lifetime than its predecessor. The number of past cycles is finite (so it doesn’t solve the origin-problem) and not even very large. It has been estimated (Silk [1980], p. 311), based on the amount of radiation in our universe, that the number past cycles could only be about 100. This is far too few to be useful for explaining away the anthropic coincidences. In any case, all the worlds in the Landsberg-Park model have the same values of the fundamental constants, so even if there were very many of these worlds, they would not explain the appearance of fine-tuning in the constants.


In the cyclic universe model by Wheeler (see e.g. Misner et al. [1973], p. 1214), the constants and conditions are ‘reprocessed probabilistically’ and the end of each cycle, so there would be a suitably diverge range of worlds being produced. Moreover, no information is transferred from one cycle to the next. Since the entropy could be reset at the beginning of each new world, there would be no problem in postulating a very sizable world ensemble or even an infinite one.


A major disadvantage with the Wheeler model is that it seems highly gratuitous. A lot of assumptions are made for which there is no empirical backing; some of them may not even be testable. And why, if many parameters change from one world to the next, why may not the gravitational constant or the matter-content change in such a way that the new universe would be open? Since an open universe would not recollapse, it would form an endpoint of the world series, thus limiting its length and perhaps making it too short to be anthropically useful.


Present evidence indicates that the universe is open. If that is true, and a cyclic world model is correct, then our universe would have to be the last in a series of universes. One could use an anthropic argument to argue against this possibility. It would be a priori unlikely that we would find ourselves in the very last of a long series of otherwise closed universes, since it seems perfectly possible for intelligent life to evolve in a closed universe.


One further big difficulty for oscillating universe models is how to produce the low entropy and great homogeneity that we observe. It could seem that the a priori probability of the initial conditions just happening to produce these outcomes would be extremely small. And it would not help to assume that some of the collapsing universe’s properties are preserved in its successor. The late stages of a universe like as ours are by no means smooth and homogenous. On the contrary, we expect the universe to be highly non-uniform as black holes combine to form the big crunch. If these features were inherited, the child of this universe would be non-uniform, and so would its grandchild etc.


There is at least one rival to the cyclic universe models that does solve the problem of homogeneity (granting it is a problem), namely inflation theory.


If we thought that we desperately needed a world ensemble, and if there were no method of having one other than by postulating a cyclic universe, then maybe there would be enough justification for the cyclic models to override their disadvantages. But that does not seem to be the case. Current evidence suggests there are other, more plausible ways in which a world ensemble could be generated. 

Inflation theory

The basic idea in inflation theory (see e.g. Linde [1990]) is that the early universe underwent a brief period of exponential expansion. This explosive growth phase lasted for less than 1033 and it may have led to the universe expanding by a huge factor, 1030 or more (or over 101000000 in Linde’s version of the inflation theory [1985]). The first version was invented by Alan Guth [1981] in 1980. Inflation theory has later undergone several mutations and improvements due to important contributions by Andrei Linde [1990], Richard Gott, Alexander Vilenkin [1995] and many others.


The scalar Higgs fields, (, has a potential energy of interaction, V((), that varies with the temperature. In the ‘new inflationary universe’ by Linde and others, makes certain assumptions about the temperature behavior of V((). (This ‘new’ inflation theory has been partially superseded by an even newer inflation theory, but it provides a simple illustration of how the Higgs fields can play a role in the inflation.) When the temperature is larger than the unification temperature, Tc, then V(() has a single minimum (‘vacuum state’) at ( = 0. When the temperature is about equal to Tc, there is also a second local minimum at ( = (. As the temperature falls below Tc, the ( = ( becomes the global minimum and the ( = 0 minimum becomes metastable. The ( field can now slowly roll down to the ( = ( minimum, either by tunneling through the barrier or by being lifted over it by thermal excitation. The energy released during this process is so great that it dominates the Friedman equation and causes the exponential expansion of the universe and reheats it as it is falling into the new vacuum state.


One of the main original motivations for inflation theory was to solve the smoothness problem. Distant regions of the observable universe are in thermal equilibrium with one another. But calculations using the standard Big Bang model without inflation showed that these regions had never been in causal contact. This was regarded as a puzzle. You can explain why two systems are in thermal equilibrium if they have (or their parts have) at some point in the past been in causal contact with one another. In the absence of causal contact, all you could do would be to appeal to special initial conditions. Depending on how “special” these initial conditions are, this could be thought – and in the present case was actually thought by most cosmologists – to be a seriously unsatisfactory situation. It was felt that a better explanation was needed.


Inflation theory provides such an explanation. We can picture the universe before the inflation period as being inhomogeneous and rippled. However, if you zoom in on a sufficiently small volume of this pre-inflationary universe, you may see something that is in thermal equilibrium, since points within this small volume have had time to interact. Now imagine that inflation blows up the scale and makes everything much bigger. The previously Planck-size region will become big, perhaps bigger than the observable universe. So everything we see has been in causal contact, and hence there need be no mystery as to why the observable universe is in a thermal equilibrium on a large scale.


So inflation theory holds up the promise of solving the smoothness problem (why the observable universe is homegenic and isotropic). It also has some other advantages. It would explain why monopols are uncommon. In grand unified theories, magnetic monopols are thought to arise in the early universe from misalignments in the Higgs fields. Calculations indicate that the monopols would be produced in such great numbers that their contribution to the density of the universe would dominate all other types of matter by a factor of several billions, which is obviously in conflict with observation. With inflation, however, the monopols that formed shortly after big bang would have been dispersed over enormous volumes so that at most one monopol would remain within the observable universe.


Inflationists once boasted another triumph too. Inflation theory predicted that the density parameter ( was equal to one, giving a flat space, thus solving the flatness problem as well. More recently, however, this gun has been turned against its owner. The latest observational data indicate that ( is considerably less than one, maybe around .3. This would imply that the universe is open.


There now exist inflation theories that are compatible with or even predict an open universe (or “quasi-open” – Garriga et al. [1998]). The first such model was outlined by Richard Gott III as early as [1982]. Other examples of open-universe inflation theories is the one by Vilenkin [1998], who argues that AP is needed to derive observational predictions from such models; and the one described in Turok et al. [1998] and Hawking et al. [1998], who also invoke anthropic considerations.


In what sense does inflation give rise to a world ensemble? It enlarges the universe and may thus give rise to a kind of world ensemble consisting of multiple regions of the same space-time, which would exhibit statistical variations in their matter-energy distributions. But if size is all that matters then the same result can be obtained without inflation simply by postulating an open universe or a very large closed universe. Inflation theory can, however, play an essential role in generating a large and variegated world ensemble when it is combined with certain other mechanisms, such as symmetry breaking or quantum vacuum fluctuations.

Symmetry breaking

As the temperature fell after the Big Bang, it is thought that the four forces appeared one after another in a series of successive phase transitions, or symmetry breakings. Scalar fields, that at higher temperatures had been ineffective, begun to appear. Different kinds of particles experienced different degrees of drag as they traveled through these fields. The drag would add to the mass of the particles. In particular, the messenger particles that mediates the forces would be affected. Since these screening and anti-screening particles depend on energy borrowing, they are highly sensitive to variations in their mass. If they get heavier and thus require a greater amount of energy then the Heisenberg Uncertainty Principle will only let them borrow this energy for a shorter time. This reduces their life-span and hence their range, and thereby affects the strength of the forces that these messenger particles convey.


The first force to freeze out was gravity, around 10-43 seconds after the Big Bang. The strong nuclear force separated out at 10-35 seconds. Finally, at about 10-11 seconds, the nuclear weak force and electromagnetism split apart.


Linde [1985] suggested that the scalar fields that cause the symmetry breaking have multiple local minima. Which minimum they finally settle into is determined by a stochastic process and the result may vary from one cosmic region to another. Thus, the Universe may come to consist of a large number of very dissimilar cosmic domains (worlds). The domains may differ in several respects (Leslie [1989], p. 66):

1. Dimensionality, because in different domains, a different number of dimensions (of a perhaps ten-dimensional space-time) may escape compactification.

2. Metric signature. Our domain has a Minkovsky space-time with the metric 
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3. Vacuum energy density, and perhaps thereby the cosmological constant.

4. Gauge symmetries, determining how many types of force and particle there are in the domain.

5. Force strengths.
6. Particle masses.

If we combine symmetry breaking with inflation, as Linde proposes, we will thus get a very large ensemble of universes that differ in a large number of fundamental aspects. Such a world ensemble is ideal for the purposes of giving an anthropic explanation of the anthropic coincidences.

Vacuum fluctuations

E. P. Tryon introduced the idea that our Universe may have originated from a quantum vacuum fluctuation in some larger space. If we count gravitational binding energy as negative energy, the total energy of a universe such as ours may be zero or very close to zero. It follows that our universe is energetically permitted to have resulted from a part of the vacuum in a larger space. In Tryon’s proposal, our universe ‘is simply one of those things which happen from time to time’ [1973]. This theory could in principle explain how and why our universe came into existence, though it would leave unexplained why the background space exists wherein the vacuum fluctuation is supposed to take place.


Vilenkin has suggested that we don’t actually have to postulate such a background space. Our universe may have quantum-tunneled from “nothing”. This “nothing” turns out to be a sort of spacetime foam. The foam would be such that you couldn’t meaningfully talk of a progression of time in the foam, and a universe that bubbles up at some point in the wouldn’t risk colliding with another universe that had bubbled up at some other point. The foam is also not literally nothingness in that it is supposed to contain several fields, although each of these fields is supposed to be present in its lowest energy state.


Tryon’s and Vilenkin’s ideas are nowadays usually intended to be used in combination with inflation theory. Invoking inflation might explain why our universe is much bigger than appears necessary for the evolution of intelligent life. Without inflation, it could be argued that vacuum fluctuations giving rise to universe as big as ours would be enormously infrequent compared to those giving rise to somewhat smaller universes, so that we should strongly have expected to live in a smaller universe than we do.


What about the implications of this theory for an anthropic world ensemble? Well, first it looks plausible to suppose that if our universe resulted from a vacuum fluctuation in some background space-time foam then there will presumably also have arisen a great many other similar universes from the same foam. There is no reason why it should have happened only once. So we would have a large quantity of worlds. It also looks plausible that these worlds could have turned out to have different force strengths, particle masses, topology and initial conditions, originating as they do from a stochastic quantum process which is supposed to determine their properties.


The quantum-fluctuation explanation of the origin of our universe is at the moment highly speculative, but if it turns out to be right then it could well entail the existence of an appropriately large and varied set of worlds, sufficient to explain the anthropic coincidences. 

MANY-WORLDS QUANTUM THEORY

The many-worlds interpretation of quantum physics is quite popular among physicists and especially cosmologists. If it is correct, there exists an ensemble of different worlds. The worlds in this ensemble are not different regions of the same space-time, nor are they different space-times. Rather, they would be different branches of the universal wave function. Whenever a process takes place on some branch such that quantum physics assigns a non-zero probability for at least two different outcomes of that process, then the branch will split. Each branch emanating from the fork will realize a different outcome of the process. Most branches would for all practical purposes be causally disconnected from each other but very rarely there would be a significant amount of interference between two branches.


The world ensemble given by the many-worlds interpretation would provide a range of worlds that would be different from one another in much the same way as if we had a set of worlds following deterministic physical laws but starting from different initial conditions. For example, if it turned out that even with the right values of the physical constants, the right physical laws, and the right topology, it would still be extraordinarily unlikely that intelligent life would evolve, then the many-worlds interpretation ensemble could help remove this additional unlikelihood. On different branches, different molecules would bump into each other, and on some branches chance would make molecules bump into each other in such a way as to produce intelligent life. Naturally, we would find ourselves on such a branch, even if they were an extremely small fraction of all the branches in the tree.


The many-worlds interpretation would not by itself give us a world ensemble where the worlds differ in terms of the values of constants, particle masses etc. It might however produce this result if it is paired with some theory about how the constants, particle masses get to have the values they have. Symmetry breaking would be an example of such a theory. If the process through which they get their values were one in which quantum phenomena may play a part, then the many-worlds interpretation would imply that there exist different branches with different values of the constants. 

OTHER MODELS

Many other physical models have been suggested which entail the existence of a world ensemble. These include:

1. The Sato’s et al. expanding false vacua model. In this model (Sato et al. [1982]), regions of expanding false vacuum can arise. After begin surrounded by true vacuum they can then be pinched off and form separate ‘child universes’ which can grow up and in turn spawn further child universes.

2. Linde’s baby universes proposal. Here, baby universes are produced through quantum-tunneling from their mother-universes. (Linde [1983])

3. Lee Smolin’s reproducing universes. Lee Smolin [1997] has suggested that black holes give birth to new universes which inherit some of the properties of their mother-universes. He imagines that this gives rise to an evolutionary process wherein universes will become optimized for producing as many black holes as possible.

4. M. A. Markov’s baby universes. Yet another baby-universe model. Here the children are supposed to be born during Big Crunches during which especially dense regions may split off and then bounce as in the oscillating universes model. (Markov [1985])

5. Hoyle and Narlikar’s cosmic cells. It is speculated that the cosmos is divided into large cells, and that particle masses are different in different cells. (Hoyle [1975])

6. Stochastic Gauge Theories. These could allow universes to sample their laws randomly from some distribution. (See e.g. Mukhanov [1985])

7. Max Tegmark’s TOE. Tegmark [1997] has sketched out a theory of everything. He suggests that all possible universes exist and attempts to show that by applying a natural Turing machine-based metric, we will get predictions that agree with observations.

David Lewis’ theory

For completeness, we should also mention David Lewis’ interesting theory that all possible worlds exist (Lewis [1986]). The motivation for Lewis’ theory is not physical but philosophical. He argues that assuming the existence of all possible worlds is an ingredient in the best way to make sense of counterfactuals. In a later chapter we will take a closer look at what implications Lewis’ theory has for anthropic reasoning and vice versa. 

4. THE DOOMSDAY ARGUMENT

Overview

The most important application of the Copernican anthropic principle is the so-called doomsday argument (DA). It has been independently discovered at least three times. Brandon Carter was first, but he did not publish. The other independent co-discoverers are H. B. Nielsen and Richard Gott.


The credit for being the first person to clearly enunciate it in print belongs to John Leslie who had heard about Carter's discovery from Frank Tipler. Leslie has been by far the most prolific writer on the topic with one monograph and a dozen or so academic papers.


Nielsen has only hinted at the DA in print [1989]. Gott has published a couple of articles specifically about the DA (Gott [1993, 1997]). As we shall see, there are some differences in how Gott and Leslie present the DA. It’s clear that they put forth the same argument, but they approach the issue from somewhat different angles.


The basic idea behind the DA is easy enough to grasp:

Imagine that two big urns are put in front of you, and you know that one of them contains ten balls and the other a million, but you are ignorant as to which is which. You know the balls in each urn are numbered 1, 2, 3, 4 ... etc. Now you take a ball at random from the left urn, and it is number 7. Clearly, this is a strong indication that that urn contains only ten balls. If originally the odds were fifty-fifty, a swift application of Bayes' theorem gives you the posterior probability that the left urn is the one with only ten balls. (pposterior (L=10) = 0.999990). But now consider the case where instead of the urns you have two possible human races, and instead of balls you have individuals, ranked according to birth order. As a matter of fact, you happen to find that your rank is about sixty billion. Now, say Carter and Leslie, we should reason in the same way as we did with the urns. That you should have a rank of sixty billion or so is much more likely if only 100 billion persons will ever have lived than if there will be many trillion persons. Therefore, by Bayes' theorem, you should update your beliefs about humankind’s prospects and realize that an impending doomsday is much more probable than you have hitherto thought.

While the core idea can thus easily be stated in a single paragraph, a large part of what makes up the corpus of “the argument” consists of replies to numerous objections. If we regard these replies as part of the argument then a concise exposition would easily fill a chapter of a book, even without any attempt to evaluate the various claims that have been made.


Here I will only mention those objections that seem most alive. The ones that arguably haven't been uncontroversially refuted. For a more exhaustive list of objections, see Leslie [1996], chapters 5 and 6).


My exposition will take following path: We begin by looking at Gott’s version of the argument. We then move on to Leslie’s version and we’ll see how he supports it by imaginative analogies and thought experiments. Then we consider the most important objections that have been advanced – by William Eckhardt, Dennis Dieks, Korb & Oliver and others. We shall see how the proponents of the DA have answered these objections. One set of objections, the ones related to the so-called Shooting-room paradox (which Leslie attributes to Derek Parfit) is given a separate section at the end since it introduces a new thought experiment and number of new issues.

The doomsday argument as presented by Richard Gott III

Astrophysicist Richard Gott III, who independently discovered the DA, first published his ideas in a brilliant Nature paper [1993] (see also the responses and Gott’s replies: Goodman [1994], Buch [1994], Mackay [1994], Gott [1994]) and later popularized some of them in an article in New Scientist [1997]. In the Nature paper he not only sets forth a version of the DA but he also considers its implications for the search of extraterrestrial life (SETI) and for the prospects of space travel. Here we will focus on what he has to say about the DA. Gott’s version of the DA is based on a more general argument type that he calls the delta t argument.

The Delta t argument

Gott first explains an argument form that he calls the “Delta t argument”. It is extremely simple and yet Gott thinks it can be applied to make a very wide range of predictions about most everything in heaven and on earth. It goes as follows:


Suppose we want to estimate how long some series of observations (measurements) is going to last. Then,

Assuming that whatever we are measuring can be observed only in the interval between times tbegin and tend, if there is nothing special about tnow we expect tnow to be randomly located in this interval. (p. 315)

Using this randomness assumption, we can make the estimate tfuture = (tend – tnow) = tpast = (tnow – tbegin). tfuture is the estimated value of how much longer the series will last. This means that we make the estimate that the series will continue for as long as it has already lasted when we make the random observation. This estimate will overestimate the true value half the time and underestimate it half the time. It also follows that a 50% confidence interval is given by

1/3 tpast < tfuture < 3 tpast
And a 95% confidence interval is given by

1/39 tpast < tfuture < 39 tpast

Gott gives some illustrations of how this reasoning can be applied in the real world:

[In] 1969 I saw for the first time Stonehenge (tpast ( 3,868 years) and the Berlin Wall (tpast = 8 years). Assuming that I am a random observer of the Wall, I expect to be located randomly in the time between tbegin and tend (tend occurs when the Wall is destroyed or there are no visitors left to observe it, whichever comes first). (p. 315)

At least in these two cases, the delta t argument seems to have worked! The New Scientist article also features an inset that invites the reader to use the arrival date of that issue of the magazine to predict how long their current relationship will last. You can presumably use my paper for the same purpose. How long has your present relationship lasted? Use that value for tpast and you get your prediction from the expressions above, with the precise confidence intervals.


Wacky? Yes, but all this does indeed follow from the assumption that tnow is randomly sampled from the interval tbegin to tend. This imposes some restrictions on the applicability of the delta t argument:

[At] a friend’s wedding, you couldn’t use the formula to forecast the marriage’s future. You are at the wedding precisely to witness its beginning. Neither can you use it to predict the future of the Universe itself – for intelligent observers emerged only long after the Big Bang, and so witness only a subset of its timeline. (Gott [1997], p. 39)

Gott does not discuss in any more detail the all-important question of when, in practice, the delta t argument is applicable. We shall return to this issue in a later chapter.

The Copernican anthropic principle

Underlying the delta t argument is what Gott calls the Copernican anthropic principle, which says that you should consider yourself as being randomly sampled from the set of all intelligent observers:

[T]he location of your birth in space and time in the Universe is privileged (or special) only to the extent implied by the fact that you are an intelligent observer, that your location among intelligent observers is not special but rather picked at random from the set of all intelligent observers (past, present and future any one of whom you could have been. (p. 316)


The Copernican anthropic principle says that you are more likely to be where there are many observers that where there are few. This can be seen as a strengthening of the weak anthropic principle, which says that you will be where there are observers. The Copernican anthropic principle and the weak anthropic principle both assert that the prior probability that you should be find yourself as anything other than an observer is zero. But whereas the weak anthropic principle is silent as to the prior probability that you should find yourself as a particular observer, the Copernican anthropic principle makes an assertion about this too. It says that this prior probability should be 1/N, where N is the total number of observers that will ever have existed. In other words, the Copernican anthropic principle says that all (intelligent) observers should be assigned equal sample density.

The doomsday argument as presented by Gott

If we want to apply the delta t argument to the life-expectancy of the human species, we have to measure time on a “population clock” where one unit of time corresponds to the birth of one human. This modification is necessary because the human population is not constant. Due to population growth, most humans that have been born so far find themselves later rather than earlier in the history of our species. According to the Copernican anthropic principle, we should consequently assign a higher prior probability to finding ourselves at these later times. By measuring time as the number of births, we regain a scale where you should assign a uniform sampling density to all points of time.


There have been something like 70 billion humans so far. Using this value as tpast, the delta t argument gives the 95% confidence interval

1.8  billion < tfuture < 2.7 trillion.


The units here are human beings. In order to convert this to years, we would have to estimate what the future population figures will be given that a total of N humans will have existed. In the absence of such an estimate, the DA leaves room for alternative interpretations. If the world population levels out at say 12 billion then disaster is likely to put an end to our species fairly soon (within 1400 years with 75% probability). If population figures rise higher, the prognosis is even worse. But if population decreases drastically, then the delta t argument could be compatible with survival for many millions of years. However, such a population collapse could perhaps itself be called a “doomsday”.


The probability of space colonization looks abysmal in the light of the Gott’s version of the DA. Reasoning via the delta t argument, Gott concludes that the probability that we will colonize the galaxy is of order P ( 10-9, since if we did manage such a feat we would expect there to be at least a billion times more humans in the future than have been born as yet
. 

The doomsday argument as presented by John Leslie

Leslie’s presentation of the DA differs in several respects from Gott’s. On a stylistic level, Leslie makes less use of mathematics than does Gott. Leslie’s writing is informal and his arguments often take the form of analogies or thought experiment. Leslie is, however, much more explicit about the philosophical underpinnings. He places the argument in a Bayesian framework and devotes considerable attention to the empirical considerations that determine what the priors are. One important feature of Leslie’s approach is his doctrine of how the DA would be affected if the world happens to be radically indeterministic.

The doomsday argument à la Leslie

Leslie’s version runs as follows:

One might at first expect the human race to survive, no doubt in evolutionary much modified form, for millions or even billions of years, perhaps just on Earth but, more plausibly, in huge colonies scattered through the galaxy and maybe even through many galaxies. Contemplating the entire history of the race – future as well as past history – I should in that case see myself as a very unusually early human. I might well be among the first 0.00001 per cent to live their lives. But what if the race is instead about to die out? I am then a fairly typical human. Recent population growth has been so rapid that, of all human lives lived to far, anything up to about 30 per cent ... are lives which are being lived at this very moment. Now, whenever lacking evidence to the contrary one should prefer to think of one’s own position as fairly typical rather than highly untypical. To promote the reasonable aim of making it quite ordinary that I exist where I do in human history, let me therefore assume that the human race will rapidly die out. ([1990], pp. 65f; emphasis in the original.
)


Leslie emphasizes the point that the DA does not show that Doom will strike soon. It only argues for a probability shift. If we started out being extremely certain that the humans species will survive for a long time, we might still be fairly certain after having taken the DA into account – though less certain than before. Also, it is possible for us to improve our prospects. Leslie hopes that if the DA convinces us that the risks are greater than was previously thought then we should become more willing to take steps to diminish the dangers – perhaps through protecting the ozone layer, pushing for nuclear disarmament, setting up a meteor early warning system, or being careful with future very-high-energy particle physics experiments which could possibly upset a metastable vacuum and destroy the world. So Leslie does not see the DA as a reason for despair, but rather as a call for greater caution and concern about potential species-annihilating disasters. (People who think that too little is done today to safeguard against the possible extinction of our species might agree with this recommendation even if they don’t themselves believe in the DA. They could even use the DA as an ad hominem for people who do believe in it.)


A large part of The End of the World, Leslie’s monograph on the doomsday argument, consists of an examination of various concrete potential threats to our survival. Such an examination is necessary if we are to derive some definite prediction from the DA, since we will only get a realistic posterior probability distribution if we put in a realistic prior. It is convenient, however, not to regard these empirical considerations as part of the DA as such. It is more reasonable to define the DA to be just the part of the reasoning that argues that you should not, ceteris paribus, expect to be an untypical human observer and goes from there to argue that the risk of human extinction has been systematically underestimated. This is where anthropic deliberation comes in, and the philosophical problems associated with this line of reasoning can profitably be separated out from the empirical question of how likely, say, an all-out nuclear war is to wipe out species. This reading is generally consistent with what various authors have written on the topic.


This is not to in any way to downplay the importance of delving into the empirical evaluation of the risk factors. What makes the DA so important is that it gives a strong prediction about an issue that we care a lot about. Abstracting from the empirical content, we are left with a mere philosophical puzzle. So what we want to do is, once we have solved the philosophical puzzle in its pure form, we want to connect it back to the empirical information we have and see what concrete implications there might be for human policy making and rational expectations about our future. Since this is our goal (or at least my goal), empirical considerations will be included in the discussion; I will, however, occasionally set them to one side in order to focus on the underlying logic of the reasoning.

Often, Leslie’s arguments take the shape of a thought experiment in which it is supposed to be intuitively clear that the rational judgement to make is in accordance with what is required for the DA to work. Many of his thought experiments are variations on the following theme: 

Imagine an experiment planned as follows. At some point in time, three humans would each be given an emerald. Several centuries afterwards, when a completely different set of humans was alive, five thousand humans would each be given an emerald. Imagine next that you have yourself been given an emerald in the experiment. You have no knowledge, however, of whether your century is the earlier century in which just three people were to be in this situation, or in the later century in which five thousand were to be in it. ...

Suppose you in fact betted that you lived [in the earlier century]. If every emerald-getter in the experiment betted in this way, there would be five thousand losers and only three winners. The sensible bet, therefore, is that yours is instead the later century of the two. (p. 20)


Leslie introduces this example to refute the objection that the DA fails because future humans aren’t yet alive so one couldn’t possibly have found oneself being one of them. It can also be used to counter several other simple objections, such as:

· We cannot move around in time as we do in space, so temporal position can’t be treated as analogous to spatial position. (p.214)

(Some people could be tempted to make that objection after having read only about the analogous spatial form of the thought experiments where the batches exist at the same time.)

· People like us are to be found only nowadays. Our characteristics force us to occupy this era and not another. (p. 221)

(This latter objection was actually advanced in a recent Mind-paper by Korb & Oliver, as we shall see in a later section.)


Note that what Leslie’s example shows that following the recommended line of reasoning will increase the fraction of winners to losers. At this point, the argument ends, maybe because Leslie deems that a point has been reached where any reasonable objector would roll over and realize he was wrong.


But maybe there are other ways of making guesses that would give as good or better result than the recommended one? Or one could perhaps object on the ground that it might not be obvious that just because one principle maximizes the number of people who are right, this means that it is rational for a particular individual in a particular situation to use that principle? Leslie never attempts to go beyond analogies and give a more rigorous formulation of the DA. It seems that at this stage it would be worthwhile to sharpen up the debate a bit by introducing a little more rigor. To actually write down a doomsday argument, and argue for each step, rather than just give a sketch of an argument and then try to patch it up with analogies. This hasn’t been done to date. (I will try to it that in a later chapter.)

Leslie on the problem with the reference class

In my opinion, a major open question in observer self-selection in general and for the DA in particular is how to define the reference class: what should count as an observer for the purposes of the DA?


Looking backwards in time, we see a big stretch of human prehistory where it is not clear whether our ancestors who were living then should be called “human”. It’s not just that we don’t know; it’s that the decision where to draw the line seems to be largely arbitrary and conventional. Yet, the prediction that the DA sets out to establish is not conventional. The odds that nuclear war will wipe out intelligent life on Earth should not depend on how paleontologists choose to classify some old bones.


Looking in the future direction, the zone of uncertainty of what counts as an observer is even greater. There we have to take into account the possibility that humans evolve into posthuman life-forms. Will artificial intelligences count as observers? If so, what kinds of these artilects will count? Should smarter, more comprehensive minds be given more weight than less intelligent beings? What if the conventional principles that we use to individuate minds become inapplicable due to increased bandwidth of communication that allows minds to share memories, to copy parts of each other, to fuse, or delegate some part of their normally conscious functions to separate and autonomous agents? If the DA is to give us any concrete information about the future, we want to have at least the outline of an answer to these questions.


The very difficulty of thinking of a way to settle these questions may even encourage us to doubt the validity of the DA itself, not just to be uncertain about exactly what it would show if it were right. For these are questions that it could seem that there ought to be an objectively right answer to if the DA is right. It would be strange if there was no fact of the matter about such crucial parameters as whether more intelligent minds should be given more weight (i.e. a higher sampling density in the set of all observers) than less intelligent minds. If there is no fact of the matter about such things then one would have an additional reason for suspecting that the whole DA, and perhaps many other forms of anthropic reasoning as well, were built of air and rested on some sort of confusion. (This suspicion could be overridden if a very close examination showed that there was nothing wrong with the DA after all; but it would still encourage some degree of lingering metalevel doubt.)


So how does Leslie answer the question of how the reference class should be determined?

As a first remark, Leslie suggests that “perhaps nothing too much hangs on it.” (p. 257):

[The DA] can give us an important warning even if we confine our attention to the human race’s chances of surviving for the next few centuries. All the signs are that these centuries would be heavily populated if the race met with no disaster, and they are centuries during which there would presumably be little chance of transferring human thought-processes to machines in a way which would encourage people to call the machines ‘human’. (p. 258)


This clearly won’t do as a reply. First, the premise that there is little chance of creating machines with human-level and human-like thought processes within the next few centuries is something that many of those who have thought seriously about these things would dispute. Many thinkers in this field think that these developments will happen well within the first half of the next century (Moravec [1998a, 1998b, 1988], Drexler [1985], Minsky [1994], Bostrom [1997a, 1997b]).


Second, the comment does nothing to soothe the suspicion that the difficulty of determining an appropriate reference class might be symptomatic of an underlying more fundamental difficulty with the DA itself.


Leslie does proceed, however, to offer a positive proposal for how to settle the question of which reference class to choose.


The first part of this proposal is best understood by expanding the urn analogy that we used to introduce the DA. Suppose that the balls in the urns came in different colors. And suppose your task was to guess how many red balls there are in the urn in front of you. Now, ‘red’ is clearly a vague concept – what shades of pink or purple count as red? This vagueness could be seen as corresponding to the vagueness about what to classify as an observer for the purposes of the DA. So, if some vagueness like this is present in the urn example, does that mean that the Bayesian induction used in the original example can no longer be made to work at all? Clearly not.


The right response in this case is that you have a choice of how you want to define the reference class. Your choice depends on what hypothesis you are interested in testing. Suppose that what you are interested in finding out is how many balls there are in the urn of the color light-pink-to-dark-purple. Then all you have to do is to classify the random sample you select as being either light-pink-to-dark-purple or not light-pink-to-dark-purple. Once you have made this classification, the Bayesian calculation proceeds exactly as before. If instead you are interested in knowing how many light-pink-to-light-red balls there are, then you classify the sample according to whether it has that property; and then you proceed as before. The Bayesian apparatus is perfectly neutral as to how you define the hypotheses. There is not a right or wrong way here, just different questions you might be interested in asking.


Applying this reasoning to the DA, Leslie writes:

The moral could seem to be that one’s reference class might be made more or less what one liked for doomsday argument purposes. What if one wanted to count our much-modified descendants, perhaps with three arms or with godlike intelligence, as ‘genuinely human’? There would be nothing wrong with this. Yet if we were instead interested in the future only of two-armed humans, or of humans with intelligence much like that of humans today, then there would be nothing wrong in refusing to count any others. (p. 260)


This suggests that if we are interested in the survival-prospects of just a special kind of observers, we are entitled to apply the DA to this subset of the reference class. Suppose you are black and you want to know how many black people there will have been. Answer: Count the number of black people that have existed before you, and use the doomsday-style calculation to update your prior conditional (given by empirical considerations) to take account of the fact that this random sample from the set of all blacks – you – turned out to live when just so many blacks have yet lived.


How far can we push this mode of reasoning though, before we end up in absurdity? What if I want to know how many people-born-on-the-tenth-of-March-in-1973-or-later there will have been and decide to use as reference class the set of all people born-on-the-tenth-of-March-in-1973-or-later. My temporal position among the people in this set is extraordinarily early and will quickly become even more extraordinarily early if humans continue to be born for much longer. Should I therefore conclude that the population of people-born-on-the-tenth-of-March-in-1973-or-later will almost certainly go extinct within a few years? That would obviously be absurd!


How can the doomsdayer avoid this absurd conclusion? According to Leslie, by adjusting the prior probabilities in a suitable way:

No inappropriately frightening doomsday argument will result from narrowing your reference class ... provided you adjust your prior probabilities accordingly. Imagine that you'd been born knowing all about Bayesian calculations and about human history. The prior probability of the human race ending in the very week you were born ought presumably to have struck you as extremely tiny. And that's quite enough to allow us to say the following: that although, if the human race had been going to last for another century, people born in the week in question would have been exceptionally early in the class of those-born-either-in-that-week-or-in-the-following-century, this would have been a poor reason for you to expect the race to end in that week, instead of lasting for another century. (p. 262)


I will criticize this solution in a later chapter and suggest another solution that I think does the trick.


The possibility of choosing too a narrow reference class is only half of the problem with the reference class. It is also possible to choose too a wide reference class, so we need to know how much we can include. What about pre-historic humans? Neanderthals? Our common ancestors with modern apes? Do these guys count as observers? Where do we draw the line? (And again, the gray-area might be much more extensive in the future direction.) Writes Leslie,

Widening of the reference classes can easily be taken too far. For example, we ought to think twice before accepting any widening which counted as ‘observers’ even primitive forms of animal life. These might not be conscious at all. Furthermore it could be held that full consciousness involves introspective ability of a kind which chimpanzees haven’t yet acquired. (pp. 260-1)

This is about all that Leslie says about the problem of excessive widening of the reference class. It appears that he thinks that having “full consciousness” is a necessary requirement for being counted as an “observer”. This condition is too vague to be very useful.


Once we have settled on an appropriately justified reference class we have still not reached the end of our troubles. We will also need to select and justify some particular sampling density over the chosen reference class. This is a problem that Leslie does not address. He implicitly assumes a uniform sampling density, i.e. that your prior probability that you are observer X should be the same for all X in the reference class. But this could be disputed. Perhaps clarity of mind, long life span, or time spent thinking about the DA should result in an observer being given more weight, i.e. having a higher sampling density in the reference class? Or maybe not, but it is by no means obvious that the uniform distribution is always the right one. And before we specify the sampling density we can’t derive any prediction from the DA. We will come back to this issue in a later chapter. For now it’s enough to note that there is a considerable gap at this point in Leslie’s reasoning.

Leslie on the effect on the doomsday argument of physical indeterminism

One prominent feature of Leslie’s exposition of the DA is that throughout he keeps stressing that if the world is indeterministic, as quantum physics might lead us to believe, then the DA is seriously weakened though not completely obliterated. We shall return to Leslie’s reasoning about this when we discuss the shooting room paradox.

Attempted refutations of the doomsday argument

There have been many attempted refutations of the DA, yet no one refutation seems to have convinced many people. Most of the purported refutations can easily be seen to be wrong, but there are a few that are more serious. I survey below those objections that I deem to be most serious. These include all objections that have actually been raised (as opposed to merely reported) in academic publications, with the exception of the five objections by Korb and Oliver. (I will try to show in a later chapter that those four objections can easily be seen to be wrong.)

The self-indication assumption

The idea behind this objection is that the probability shift in favor of earlier doom that the DA leads us to make is offset by another probability shift that likewise has been overlooked. This other probability shift is in the direction of a greater probability for the hypothesis that there will have been many humans. According to this objection, the more humans there will ever have existed, the more “slots” would there be that you could have been “born into”. Your existence is more probable if there are many humans (or observers) than if there are few. Since you do in fact exist, the Bayesian rule has to be applied and the posterior probability of the hypothesis according to which many people exist must be increased.


The neat thing is that these two probability shifts cancel each other precisely, as first noted by Dieks [1992] and shown by Kopf et al. [1994]
.


The principle that this objection depends on can be dubbed the self-indication assumption:

(SIA) The fact that you are an observer gives you some reason to believe that the world contains many observers.

Whether the objection succeeds depends on how strong reasons can be given for accepting or rejecting this assumption. Leslie argues ([1996], pp. 224-8) that adopting SIA, we have to conclude that the probability that the world contains infinitely many observers is one, and that this is an unacceptable consequence. There are also other considerations that make SIA hard to accept. We will discuss SIA further in a later chapter.

Andrei Linde’s suggestion

Andrei Linde first suggested an interesting variant of the objection based on the self-indication assumption
. He thinks the universe is such that it is technologically feasible for the human species to continue for infinitely long (see also Tipler & Barrow [1986] and Tipler [1994]). If that is right then no matter when you were born you would still be “infinitely early”. Finding yourself alive in the late twentieth century would be no more improbable, conditional on this hypothesis, than finding yourself alive in, say, year 34,898, 836 AD. The DA would therefore not yield any probability shift, although it would still be formally valid.


Leslie’s reply is that if we aren’t initially certain that the universe contains infinitely many observers then the fact that on Linde’s theory we would in some sense be “infinitely early” gives us “superbly strong probabilistic grounds for rejecting the theory” (Leslie [1996], p. 264). Note that it looks as if this reply is implausible in a way symmetric to the alleged implausibility of the SIA-objection. The SIA implied that the probability of there being infinitely many observers is one; which seemed wrong. Now Leslie’s reply to Linde implies that the probability of there being infinitely many observers is zero, which seems equally wrong.


Infinities create a lot of problems in probability theory and decision theory in many contexts. Just think of Pascal’s wager, the St Petersburg paradox etc. As we shall see, part of the puzzlement in the so-called Shooting Room paradox also derives from the presence of infinite possibilities.

No meaningful objective probabilities

An objection that I have heard several people advance is that the DA requires the existence of determinate probabilities where none exist. This objection may be phrased in different ways, but the basic sentiment is as expressed by Torbjörn Tännsjö:

Leslie may well find it very improbable that we are born exceptionally early in the history of the species (what we speak of here are subjective probabilities), but I don’t. When he claims that ‘no observer should at all expect to find that he or she or it had to come into existence very exceptionally early in his, her or its species,’ I fully agree. But this does not mean that he or she or it should expect not to have come into existence very exceptionally in his, her, or its species either. The most natural attitude to adopt here is agnosticism. What we are contemplating is a matter of radical uncertainty, not risk. (Tännsjö [1996], p. 248)


I expect that this sort of objection should look more attractive to people who aren’t Bayesians. But it’s true that one can’t take the meaningfulness of probability assignments for granted in these kinds of very unusual applications. A proper presentation of the DA should contain some account of why and how the probability assignments it postulates make sense and are the right ones.


Even for a person who is convinced that the DA is valid, there is an important problem in determining exactly what probability assignments make sense in this context. The reason is that there is a connection here to the problem of the reference class; or so at least I shall argue in a later chapter.

Prima facie implausibility

One obvious objection (also in Tännsjö’s [1996], p. 249) against the DA is that it leads to an intuitively surprising/implausible conclusion. This is, of course, one reason to be somewhat reluctant to immediately accept it as valid. Most people, when they first hear about the DA, think that it is wrong. That is a perfectly healthy reaction. We are asked to make major changes to our worldview and we rightly demand a pretty good justification before conceding anything to the doomsdayer.


It’s also clear, however, that this defense only goes so far. Thinking would be boring if it didn’t occasionally lead us to accept conclusions that originally seemed implausible. Some level of lingering metalevel doubt may be appropriate, but at least for the sake of philosophical discussion the burden of proof now rests equally on those who believe in the DA and those who don’t. The issue is no longer about whether the DA should be taken seriously. We already know that the DA is interesting enough that it would be worth refuting if it were false.


(Is a perceived need to soften the bite of the DA part of the reason why Leslie argues that physical indeterminism will dramatically reduce the probability shift that the DA requires? With this modification, the DA is agreeably spicy, yet not so absurdly hot as to be impossible to swallow.)

Interpreting the doomsday argument: alternative conclusions

The DA might be seen to set out to establish that terrestrial intelligent life (by which I include all possible future intelligent life forms that might live off-earth but descended from us Earth-bound humans) is likely to go extinct fairly soon. If this is the conclusion that is aimed for, then it is not at all clear that it succeeds, even is the basic structure of the DA is correct. The reason is that seem to be alternative conclusions, each of which is a possible way of accommodating the DA. We don’t know what the DA really shows until we have decided which of the alternative conclusions (or which disjunction of alternative conclusions) is the right lesson to draw from the DA. Here are some of these possible alternative conclusions:

Swamping by other considerations

The DA can be overridden if we have sufficiently strong empirical grounds for thinking that a doomsday won’t happen. This is most clearly seen in Leslie’s version of the argument. If the prior we feed into Bayes’ formula for the hypothesis that we will go extinct within, say 50,000 years, is small enough, then even after taking the DA into account we can still have a very high degree of confidence that we will not go extinct within this period.


This is all well as far as it goes. Seen as a refutation of the DA, however, it doesn’t go very far.


First, it is not an objection against the DA, but rather a point about how the DA should be interpreted.


Second, even with a very big prior probability of survival, the posterior will become desperately tiny for a large range of scenarios. These scenarios include those suggested by transhumanists and others, who think that either ourselves or our electronic successors will go on to colonize the galaxy and beyond. If that happens then there could well be much more than 1010 times as many observers that have existed so far. Even if our prior estimate of the likelihood that space colonization would fail were as low as one in a million, we would still become virtually certain that large-scale space colonization will not happen after we take the DA into account.


The point is that even with very advantageous priors, every scenario that implies the existence of very many observers will become refuted with virtual certainty by the DA. It doesn’t matter how good our other sources of information are (within limits); for sufficiently long durations of the human species, the posterior probability will approach zero. (That this is the case can be easily seen by inspecting Bayes’ formula.) So even though low empirical priors can reassure us for the near-time future, it doesn’t help for the long run.


This conclusion is subject to certain qualifications that may prove absolutely decisive. We examine them below. They are based on the fact that there seem to be other possible interpretations of what the DA shows than the one that is typically associated with the DA (i.e. that our species will soon go extinct). When the swamping-consideration is combined by one or more of these other considerations, it is possible that one could consistently (and maybe even plausibly) interpret the DA as not giving us good grounds for thinking that doomsday will happen either in the near-future or in the far-future.

Infinite duration of the human species

We have already mentioned Linde’s suggestion that the universe will allow the human species to continue to exist forever. If that is true then one can argue for the position that the DA is valid but inapplicable, since everybody would be in some sense “equally early” in an ever-lasting species.

Indeterminism

We have also mentioned Leslie’s doctrine that quantum-mechanical indeterminism leads to a major weakening of the DA.

Decrease in birth rates


Another possibility, if the reference class consists of all humans or all observers that will ever have existed, is that we will turn out to be fairly typically positioned in the reference class, not because some disaster causes us to go extinct, but because a decrease in population. This could in itself be calamitous if the decrease were a result of a total collapse of civilization as a result of nuclear war or an ecological breakdown, for example. But it is possible to imagine a scenario where population figures are voluntarily reduced. The barriers that separate one human mind from another might begin to erode once we start to create direct links between our brains, on the one hand, and between our brains and computers on the other. Neuro/chip interfaces are already under development, and it has been argued that molecular nanotechnology will in all likelihood make it possible to upload the biological neural network (the human mind) unto an artificial neural network perhaps running as a simulation on a computer (Drexler [1985]). This would be done by creating a 3-d scan of the human brain to an atomic level of resolution. Once we exist as uploads, it’s imaginable that high-bandwidth communication, and the ability to change mental parameters at will, and perhaps to paste and copy cognitive modules from one individual to another, will lead to a gradual fusion of all minds into one.


This loophole might be blocked if the future global mind runs at an extremely high clock speed and if as a reference class we use “observer-moments” (i.e. time-segments of observers) rather than observers. For then, even if there were just one mind, it would quickly accumulate many observer-moments. I shall return in a later chapter to the question of whether the reference class should consist of observers or observer-moments.

Metamorphosis

However, there is still the ambiguity of what counts as an observer/observer-moment. When will the mental life of our successors have changed so much that they don’t qualify as observers for the purposes of the DA? We can’t conclusively answer that question until we have settled the problem of the reference class.


It is by no means implausible that human descendants will evolve or technologically metamorphose into something very different from our current human form. For example, Alexander Chislenko (in a commentary [1996] on a forthcoming book by Hans Moravec [1998]) envisions that biological intelligences will become obsolete and that the society of the future will be a kind of functional soup populated by “infomorphs”, distributed information-processing entities existing on vast computer networks. The infomorphs would be of varying degrees of complexity and durability; they might be able to buy and sell knowledge and share many functions with each other. The human concept of personal identity might not be at all useful in such a world. It would be extremely hard to determine what should go into the reference class. It would not be clear what complexes should count as observers or how to individuate these observers.


One would be tempted to say that the DA is not applicable to these kinds of entities, that they should not be counted in the reference class. If that’s so, then the DA doesn’t have any effect on hypotheses according to which our society will soon be replaced by such functional soup. (Hypotheses according to which this metamorphosis is further in the future will still be partially affected by the DA; the more so the more humans or other clear-cut observers they imply will exist before the metamorphosis.)


One can perhaps imagine much less radical transformations than the one suggested by Chislenko that would still be sufficient to turn us into something that falls outside the reference class and is thus immune to the DA. Exactly how much of a metamorphosis is necessary in order to put us outside the reference class cannot be specified until we have solved the reference class problem.


There is a dilemma facing anybody who looks for the metamorphosis-interpretation to lift the gloom from our outlook on the future. The dilemma is that if the metamorphosis is too small, then the beings we metamorphose in would still be in the reference class; but if the metamorphosis is too big, the beings we metamorphose into will not be us or even the sort of beings we care about. The infomorphs, for example, could seem too inhuman to give us much comfort.


Yet, it is by no means obvious that the borders of the reference class coincide with the borders of what we care about. If they don’t, then there could be room for hypotheses that could be largely unaffected by the DA and still leave room for arbitrarily many beings, of the sorts we care about, to exist in the future. But the reference class problem has to be solved before this issue can be settled conclusively.

Modifying the priors through by considering a larger hypothesis space

It has been argued by Dieks [1992], Korb & Oliver [1998], and Eastmond [1997] that we can obviate the dark conclusion of the DA simply by considering a larger hypothesis space. If we consider only the hypotheses h1, h2, …, hn, where hi says that there will have been i observers, and we assume a uniform distribution over the chosen hypothesis space, then we can push the expected number of observers upward by making n larger. The same thing happen, although to a less degree, if we use a prior distribution such as (( (1/(n2)) (where ( is a normalizing constant) or if we use the so-called “unbiassed” improper prior, 1/n.


Does this show that the conclusion of the DA is arbitrary? I will argue in a later chapter that it does not. The priors are not arbitrary or conventional – they are supposed to represent our actual empirical knowledge of the situation. I therefore think that this last alternative conclusion is definitely flawed.


The idea of annulling the DA by introducing the self-indication assumption could also be characterized as a proposal to change the priors from what we would naively take them to be. But that case is different since an independent motivation was supplied there for that particular choice of prior. It was not a matter of changing the prior for the sole purpose of avoiding the standard DA conclusion.

The shooting room paradox

The shooting-room paradox was introduced by John Leslie (e.g. [1996], pp. 251ff), who says he developed the idea with help from David Lewis, who considers it “a good, hard paradox”.


In the shooting room experiment we are to imagine a room of infinite capacity. First a batch of ten people are led into this room. A pair of dice is thrown in front of their eyes. If a double six comes up they are all shot. Otherwise they leave the room safely and a new batch, this one containing a hundred people, is thrust in. The process continues, with each consecutive batch ten times larger than the previous one, until there is a double six; whereupon the people in the room at that time are shot and the experiment ends.


Suppose you have been thrust into the room. You are asked to estimate the odds of leaving safely. One the one hand, since whether you will leave or not will be determined by the thrown of a fair pair of dice, it seems that you have a 35/36 chance of exiting alive. On the other hand, 90% of all people who are in your situation will be shot, so it seems you have only a 10% chance of exiting alive. That is the paradox.


The connection to the DA is obvious. Except for the fact that each consecutive batch in the shooting room is postulated to be ten times bigger than its predecessor (which corresponds to an indefinite exponential population growth in the case of the DA), the two situations are structurally very similar.

Leslie on the shooting room paradox

Leslie thinks there is a radical difference for what the person in the shooting room should believe depending on whether the random mechanism (the two dice) are deterministic or not.


Consider first the indeterministic case. Suppose the outcome of the dice is determined by a radically indeterministic quantum process. (And we suppose that everybody is aware of this fact.) Then according to Leslie you should expect to get out of the room alive. Leslie admits that “this is in a way wildly paradoxical, given that at least 90 per cent of those who betted they would get out alive would lose their bets.” (Leslie [1996], p.252). As Bas van Fraassen remarked
, an insurance agent who insured all of them would be making a costly mistake. Despite this, Leslie maintains that the chances of not being shot are 35/36:

It can nevertheless seem fairly plain that you personally should expect the dice not to fall double-six if you do know for sure that they are fair, radically indeterministic dice. For there the dice are, resting in the Devil’s hand; they haven’t yet been thrown; and there is either no ‘fact of the matter’ of how they are going to fall, or else (see the discussion [in an earlier chapter of The End of the World] of the irrelevance of the B-theory of Time) no fact of the matter to which you can properly appeal. All you can say is that you have thirty-five chances out of thirty-six of leaving the room safely. End of argument, I think. (Leslie [1996], pp. 252-3).


This result is supposed to hold under the assumption that the Devil can continue to create new people forever, and fit them into the room, so that the process can continue indefinitely. (Leslie thinks the result would also hold if this assumption is relaxed and we stipulate some finite but very large maximal number of people that could enter the room (whereafter the experiment would end); he does not press that point, however.)


Next, consider the deterministic case. For example, instead of the dice we might use two consecutive decimal places in the expansion of (. These decimal places could be chosen to be far away from what anybody has ever calculated, and we could disregard all decimals that are not between one and six.


Here Leslie’s verdict is reversed: if you enter the room under these conditions, expect to be shot – “For now there’s no need for you to accept the paradoxical conclusion which seemed forced on you in the indeterministic version of the experiment. You cannot say that, when you arrived in the room, whether you’d exit from it safely hadn’t yet been fixed by factors working deterministically.” (p. 254). And “Disaster is what will come to over 90 per cent of those who will ever have been in your situation.” (p. 255
).


There is a connection between Leslie’s views on the shooting room paradox and his doctrine of “observer-relative chances”. In the indeterministic case of the shooting room, how can it be right that you should expect to come out alive, while at the same time an insurance company wanting to insure all people who entered the room would be making a costly mistake? Leslie’s answer is that chances are observer-relative in a paradoxical way, so that the rational probability estimates of how the dice are likely to fall will differ depending on weather you are the insurance company or a person in the room
.


In a later chapter I will critically examine Leslie’s views on the shooting room, and I will also argue that the paradox can be resolved without any appeal to paradoxical observer-relative chances.

Eckhardt’s critique

William Eckhardt [1997] argues against Leslie’s doctrine that the probabilities in the deterministic shooting room are different from the ones in the indeterministic variant. Eckhardt thinks that the probability in each case is 35/36 that you will get out alive, conditional on finding yourself in the shooting room. In Eckhardt’s view, “the shooting room is not a paradox at all; rather, it is a cogent line of reasoning alongside an utterly spurious one, masquerading as horns of a dilemma.” (p. 253).


How does this square with the fact that a booker who betted against all the people in the room at these odds would be certain to make a profit? Since the bookie’s gain are the punters’ loss, and if both expect to make a profit, then it would seem as if at least one of them were mistaken about the odds. Eckhardt points out that this problem only arises in an imaginary world where the house, if need be, can continue to raise the stakes forever. In the real world, the house would risk running out of credit. So what we have here is basically a pyramid scam. “It has long been known that by successively increasing bet size in a sequence of unfamiliar bets, one can theoretically obtain winning results; [footnote omitted] this is the basis of various infamous doubling systems in roulette and other games.” (Eckhardt [1997], p. 253.)


To suppose that the odds depend on whether the random mechanism is deterministic or not has unpalatable consequences according to Eckhardt: 

If there existed a mode of statistical inference that were valid according to the extent that determinism were true … then by repeatedly testing the accuracy of this type of statistical inference, one could gauge the correctness of determinism. Since this conclusion is highly implausible, it is a safe bet that statistical inferences, including those which underlie the doomsday argument, do not hinge on the truth of determinism. (Eckhardt [1997], pp. 245-6.)


Since this objection presupposes repeatability, it doesn’t immediately strike Leslie’s doctrine on the shooting room with full force. At least in its original formulation, the shooting room cannot be repeated, since once there is a double-six, you’ll be shot. Leslie, however, seems to think that the same point about the relevance of physical determinism can be made also in other contexts where the game is repeatable. In that case it could look as if Leslie is forced into the unattractive position of having to maintain that physicists could set up some kind of gambling institution in order to ascertain whether the world is indeterministic or not.


I shall later argue that there is a clear sense in which unrepeatability is an essential feature of observer self-selection.


A second objection that Eckhardt advances against Leslie’s view on the relevance of determinism is as follows. We can imagine that a sequence of indeterministic dice throws is recorded. Then we have two cases. In one shooting room, the fate of the people that enter is determined directly by the original indeterministic process. In another shooting room, at some later time, the fate of the people that enter this room is determined by the transcripts of the outcome of the indeterministic process. The sequence of dice outcomes is the same in both cases, and we can assume that the people involved know this. Yet, according to Leslie, what you should believe depends on whether you are in the deterministic shooting room or the indeterministic one. Thus, Leslie’s claims lead to contradicting statements about what amount to the same game; i.e. Leslie’s doctrine is self-refuting.


Leslie responds to this briefly in a footnote. He dismisses the objection as question-begging: “I reject Eckhardt’s question-begging claim that betting games are ‘the same games’ regardless of whether the are played (a) with indeterministic dice or else (b) with records” (Leslie [1997], pp. 435f). While this defense might save Leslie from outright contradiction, it doesn’t remove the perceived implausibility of the consequence that he is committed to treating the two games differently.
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�PAGE \# "'Page: '#'�'"  ��I should also say something about the problem of correlation. The Tree example.


�PAGE \# "'Page: '#'�'"  �� Maybe I should choose a quote that better brings out the Bayesian structure.


�PAGE \# "'Page: '#'�'"  �� This is a bit like Gott.


�PAGE \# "'Page: '#'�'"  �� I want to mention Delahaye


�PAGE \# "'Page: '#'�'"  �� Make sure I review Leslie’s relative chances in more detail somewhere else too.





� A similar definition was made by Barrow in 1983:





[The] observed values of physical variables are not arbitrary but take values V(x,t) restricted by the spatial requirement that x ( L, where L is the set of sites able to sustain life; and by the temporal constraint that t is bound by time scales for biological and cosmological evolution of living organisms and life-supporting environments. (Barrow [1983], p. 147)





� The figure 1 in 103,000 is Hart’s most optimistic estimate of how unlikely it is that the right molecules would just happen to bump into each other to form a short DNA string capable of self-replication. As Hart’s himself recognizes, it is possible that there exists some as yet unknown abiotic process that could bridge the gap between amino acids, that we know can form spontaneously in suitable environments, and DNA-based self-replicating organisms. Such a bridging process could dramatically improve the odds of life evolving. There are proposals for what these processes could be – for example, self-replicating clay structures, or maybe something related to Stuart Kaufmann’s autocatalytic sets – but we are still very much in the dark about how life got started on Earth, or what the odds are of that happening on a random earth-like planet.


� Barrow & Tipler issue the same disclaimer about SAP. But if SAP is understood in accordance with Leslie’s explication (as I recommend) then this reservation is inappropriate. Leslie’s explication makes SAP a tautology.


� This is no say that there is anything illegitimate about the SAP per se. It’s possible to interpret it simply as a scientific hypothesis and then go on to say a lot of interesting things about what empirical evidence there is in favor of it or against it. This is indeed what Barrow and Tipler do in their book. Tipler later wrote a book on his own [1994] where he considers the implications of FAP in more detail. He argues that it is possible to perform an infinite number of computations if our universe is closed. By using the shear energy of the collapsing universe, the speed of the computer in the final moments before the big crunch could be made to diverge to infinity. Thus there could be an infinity of subjective time for beings that were running as simulations on that computer. Tipler generates many stimulating ideas in connection to this Omega Point Theory, as he calls it. Yet, Tipler’s way of permitting theological motivations to intermingle with scientific speculation has upset the tastes of both theologians and scientists. For present purposes, the main point is that the anthropic principle underlying all this is totally different from the WAP that is the basis for Carter’s applications to evolutionary biology, cosmology and the doomsday argument.


� 


The Individual Anthropic Metaprinciple (IAM) by R. Michael Perry [1995]: “The universe that I as an observer perceive is so structured that I am immortal.”





The Anthropic Cosmological Principle. This is the title of Barrow and Tipler’s book, not the name of a principle.





Principle of mediocrity: The principle that our own evolution is typical. Sagan [1977].





� See for example Leslie [1989], chapters 2 and 3; Barrow & Tipler [1986] chapter 5. A compilation is available from Tipler’s home page at � HYPERLINK http://www.math.tulane.edu:80/~tipler/ ��http://www.math.tulane.edu:80/~tipler/�.


� The calculation is trivial. Let � EMBED Equation.2  ��� be the naive prior for the hypothesis that in total i observers will have existed, and assume that � EMBED Equation.2  ��� for i greater than some finite N. (This restriction allows us to disregard the problem of infinities, which we will deal with in a later section.) Then we can formalize SIA as saying that





� EMBED Equation.2  ���





where � EMBED Equation.2  ��� is a normalization constant. Let r(x) be the rank of x, and let “I” denote a random sample from a uniform probability distribution over the set of all observers. We then have





� EMBED Equation.2  ���





We can assume that � EMBED Equation.2  ���. (If not, then the example simplifies to the trivial case where the hypothesis is conclusively refuted regardless of whether SIA is accepted.) Using Bayes’ formula, we can expand the quotient between two possible hypotheses:





� EMBED Equation.2  ���





and we see that after we have applied both SIA and DA, we are back to the naive probabilities that we started from.


� It is possible and might be advisable to substitute the following weaker formulation:





(SIA–) The world is a priori more likely to contain many observers than to contain few.





This achieves the same effect as SIA while being weaker in that it does not commit us to a specific view on what a priori grounds it is that make the world likely to contain many observers.


� Reported by Leslie [1996], pp.263-4.


� See Leslie [1997], p. 433.


� See Leslie [1996], p. 251





_967206545.unknown

_967222991.unknown

_967911125.unknown

_967222741.unknown

_967222967.unknown

_967206561.unknown

_940624355.unknown

_967203550.unknown

_967206472.unknown

_966939694.unknown

_940624353.unknown

_940624354.unknown

_940624351.unknown

_940624352.unknown

_940624350.unknown

_940624349.unknown

