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1.

Consider the following thought experiment:

Hundred Cubicles

Imagine a world that consists of one hundred cubicles. In each cubicle there is one person. Ninety of the cubicles are painted blue on the outside and the other ten red. Each person is asked to guess whether she is in a blue or a red cubicle. (And everybody knows all this.) Suppose you find yourself in one of these cubicles. What color should you think it has? – Answer: Blue, with 90% probability.


Since 90% of all people are in blue cubicles, and as you don’t have any other relevant information, it seems you should set your credence of being in a blue cubicle to 90%. Most people I have talked to agree that this is the correct answer. Since the example does not depend on the exact numbers involved, we have the more general principle that in cases like this, your credence of having property P should be equal to the fraction of observers who have P. You reason as if you were a randomly selected sample from the set of observers. I call this the Self sampling assumption
:

(SSA) Every observer should reason as if she were a random sample drawn from the set of all observers.

While many accept that SSA is applicable to the Hundred Cubicles without further argument, let’s very briefly consider how one might seek to defend this if challenged.


One argument one can advance is the following. Suppose everyone accepts SSA and everyone has to bet on whether they are in a blue or a red cubicle. Then 90% of all persons will win their bets and 10% will lose. Suppose, on the other hand, that SSA is rejected and people think that one is no more likely to be in a blue cubicle; so they bet by flipping a coin. Then, on average, 50% of the people will win and 50% will lose. It seems better to accept SSA.


This argument is incomplete as it stands. That one pattern A of betting leads more people to win their bets than another pattern B does not imply that it is rational for anybody to bet in accordance with A rather than B. In Hundred Cubicles, consider the betting pattern A which specifies that “If you are Harry Smith, bet you are in a red cubicle; if you are Helena Singh, bet that you are in a blue cubicle; …” – so that for each person in the experiment it gives the advice that will lead him or her to be right. Adopting rule A will lead to more people winning their bets (100%) than any other rule. In particular, it outperforms SSA which has a mere 90% success rate.


Intuitively, it is clear that rules like A are cheating. This can be seen if we put A in the context of its rival permutations A’, A’’, A’’’ etc., which map the participants to recommendations about betting red or blue in other ways than A. Most of these permutations will do rather badly, and on average they will give no better advice than flipping a coin, which we saw was inferior to accepting SSA. Only if the people in the cubicles could pick the right A-permutation would they benefit. In Hundred Cubicles they don’t have any information that allows them to do this. If they picked A and consequently benefited, it would be pure luck.

2.

In Hundred Cubicles, the number of observers in existence was known. Let’s now consider a variation where the total number of observers is different depending on which hypothesis under investigation is true.

God’s Coin Toss

Stage (a): God
 first creates hundred cubicles. Each cubicle has a unique number painted on it on the outside (which can’t be seen from the inside); the numbers are the integers between 1 and 100. God creates one observer in cubicle #1. Then God tosses a fair coin. If the coin falls tails, He does nothing more. If the coin falls heads, He creates one observer in each of cubicle #2 - #100. Apart from this, the world is empty. It is now a time well after the coin has been tossed and any resulting observers have been created. Everyone knows all the above.

Stage (b): A little later, you have just stepped out of your cubicle and discovered that it is #1.

Question: What should your credence of the coin having fallen tails be at stages (a) and (b)?

3.

We shall look at three different models for how you should reason, each giving a different answer to this question. These three models seem to exhaust the range of solutions that have any degree of prima facie plausibility.

Model 1

At stage (a) you should set your credence of the coin having landed heads equal to 50%, since you know it has been a fair toss. Now, consider the conditional credence you should assign at stage (a) to being in a certain cubicle given a certain outcome of the coin toss. For example, the conditional probability of being in cubicle #1 given that the coin fell tails is 1, since that is the only cubicle you can be in if that happened. And by applying SSA to this situation, we get that the conditional probability of being in cubicle #1 given heads, is 1/100. Plugging this into Bayes’ formula, we get:
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Therefore, upon learning that you are in cubicle #1, you should become almost certain (probability = 100/101) that the coin fell tails.
Answer: At stage (a) you credence of Tails should be 1/2 and at stage (b) it should be 100/101.
Model 2

Since you know the coin toss to have been fair, and you haven’t got any other information that is relevant to the issue, you credence of Tails at stage (b) should be 1/2. Since we know the conditional credences (same as in Model 1) we can infer what your credence of Tails should be at stage (a). This is can be done through a simple calculation using Bayes’ theorem, and the result is that your prior credence of Tails must equal 1/101.

Answer: At stage (a) you credence of Tails should be 1/101 and at stage (b) it should be 1/2.
Model 3

In neither stage (a) nor stage (b) do you have any relevant information as to how the coin (which you know to be fair) landed. Thus in both instances, your credence of Tails should be 1/2.

Answer: At stage (a) you credence of Tails should be 1/2 and at stage (b) it should be 1/2.

4.

Which of these models should one use?

Definitely not Model 3, for it is incoherent. It is easy to see (by inspecting Bayes’ theorem) that if we want to end up with the posterior probability of Tails being 1/2, and both Heads and Tails have a 50% prior probability, then the conditional probability of being in cubicle #1 must be the same on Tails as it is on Heads. But at stage (a) you know with certainty that if the coin fell heads then you are in cubicle #1; so this conditional probability has to equal 1. In order for Model 3 to be coherent, you would therefore have to set your conditional probability of being in cubicle #1 given Heads equal to 1 as well. That means you would already know with certainty at stage (a) that you are in cubicle #1. Which is simply not the case. Hence Model 3 is wrong.

Model 1 and Model 2 are both ok so far as probabilistic coherence goes. Choosing between them is therefore a matter of selecting the most plausible or intuitive credence function. Intuitively, it may seem as if the credence of Tails should be 1/2 at both stage (a) and stage (b), but as we have just seen, that is incoherent. (In passing, we may note that as a forth alternative we could define model that is a mixture of Model 1 and Model 2. But that seems to be the least attractive of all coherent alternatives – it would force us to sacrifice both intuitions and admit that at neither stage should the credence of Tails be 1/2. Then all the counterintuitive consequences discussed below would obtain in some form.)

5.

Consider what’s involved in Model 2. It says that at stage (a) you should assign a credence of 1/101 to the coin having landed tails. That is, just knowing about the setup but having no direct evidence about the outcome of the toss, you should be virtually certain that the coin fell in such a way as to create ninety-nine observers. This amounts to having an a priori bias towards the world containing many observers. Modifying the gedanken by using different numbers, it can be shown that in order for the probabilities always to work out the way Model 2 requires, you would have to subscribe to the principle that, other things equal, a hypothesis which implies that there are 2N observers should be assigned twice the credence of a hypothesis which implies that there are only N observers. I call this the Self indication assumption (SIA)
. As an illustration of what accepting SIA commits you to, consider the following example, which seems to be closely analogous to God’s Coin Toss:

The presumptuous philosopher

It is the year 2100 and physicists have narrowed down the search for a theory of everything to only two remaining plausible candidate theories, T1 and T2 (using considerations from super-duper symmetry). According to T1 the world is very, very big but finite, and there are a total of a trillion trillion observers in the cosmos. According to T2, the world is very, very, very big but finite, and there are a trillion trillion trillion observers. The super-duper symmetry considerations seem to be roughly indifferent between these two theories. The physicists are planning on carrying out a simple experiment that will falsify one of the theories. Enter the presumptuous philosopher: “Hey guys, it is completely unnecessary for you to do the experiment, because I can already show to you that T2 is about a trillion times more likely to be true than T1 (whereupon the philosopher runs the God’s Coin Toss thought experiment and explains Model 2)!”

Somehow one suspects the Nobel Prize committee would be a bit hesitant about awarding the philosopher the big one for this contribution. But it is hard to see what the relevant difference is between this case and God’s Coin Toss. If there is no relevant difference, and we are not prepared to accept the argument of the presumptuous philosopher, then we are not justified in using Model 2 in God’s Coin Toss either.

6.

Which leaves us with Model 1… In this model, after finding that you are in cubicle #1, you should set your credence of Tails equal to 100/101. In other words, you should be almost certain that the world does not contain the extra ninety-nine observers. This might be the least unacceptable of the alternatives and therefore the one we ought to go for. Before uncorking the champagne, however, consider what choosing this option appears to entail:

What the snake said to Eve

Eve and Adam, the first two persons, knew that if they indulge their flesh Eve might bear a child, and if she did, they would be driven out from Eden and would go on to spawn billions of progeny that would fill the Earth with misery. One day a snake approached Eve and spoke thus: “Pssst! If you embrace Adam, then either you will have a child or you won’t. If you have a child then you will have been among the first two out of billions of people. The conditional probability of having such an early position in the human species given this hypothesis is extremely small. If, one the other hand, you don’t become pregnant then the conditional probability given this of you being among the first two humans is equal to one. By Bayes’ theorem, the risk that you will have a child is less than one in a billion. So indulge, and worry not about the consequences!”


Let’s study the differences between God’s Coin Toss and the Eve-example to see if any of them is relevant, i.e. such that we think it should make a difference as to our credence assignments.

· In the God’s Coin Toss experiment there was a point in time, stage (a), when the subject was actually ignorant about what her position was in the set of observers, while Eve presumably knew all along that she was the first woman. – But it is not clear why that should matter. We can imagine that Adam and Eve begin their lives inside a cubicle and only after some time do they discover that they are the first humans. It still is counterintuitive to say that Eve shouldn’t worry about getting pregnant.

· When the subject is making the inference in God’s Coin Toss, the coin has already been tossed. In the case of Eve, the relevant chance event has not yet taken place. – But this difference does not seem crucial either. In any case, we can suppose that the deciding chance event has already taken place in the Eve-example – the couple has just had sex and they are now contemplating the implications. The worry seems to remain.

· At stage (b) in God’s Coin Toss, any observers resulting from the toss have already been created, whereas Eve’s potential progeny does not yet exist at the time when she is assessing the odds. – We can consider a variant of God’s Coin Toss where the cubicles and their content each exist in a different century. Stage (a) can now take place in the first century, and yet the credence of Tails and the conditional credence of being in a particular cubicle given Tails (or Heads) that one should assign at this stage seems to be the same as in the original version, provided one does not know what time it is. Exactly as before, Bayes’ theorem then implies that the posterior credence of Tails after finding out that one is in cubicle #1 (and therefore in the first century) should be much greater than the prior credence of Tails.

· In God’s Coin Toss, the two hypotheses under consideration  (Heads and Tails) had well-defined known prior probabilities (50%); but Eve has to use vague subjective considerations to assess the risk of pregnancy. – True, but would we want to say that if Eve’s getting pregnant were determined by some distinct microscopic biological chance event that Eve knew about, she should then accept the snake’s advice? If anything, that only makes the example even weirder.

7.

Unless some other difference can be found which is relevant, we have to accept that the same model should be applied to both God’s Coin Toss and the Eve-example. Then we either have to accept, however reluctantly, that the snake’s advice to Eve is sound (if we choose Model 1) or the arguably even more unpalatable implication that our friend the presumptuous philosopher was right and the physicists needn’t bother to conduct the experiment (if we choose Model 2). Either way, there is an air of mystique.
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� I’m grateful for comments and helpful discussions with Colin Howson, Craig Callender, John Leslie, Mark Greenberg, William Eckhardt, Dennis Dieks, Joseph Berkovitz, Jacques Mallah, Adam Elga, Robin Hanson, Wei Dai, Kevin Korb, Jonathan Oliver, Milan Cirkovic, Hal Finney, and Roger White.


� For further explorations of this principle, see e.g. � ADDIN ENRfu ��[1-7]�.


� God is not supposed to count as an observer here; we may imagine an automaton instead of God.


� See also � ADDIN ENRfu ��[8-14]�.
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