No Doomsday Argument without Knowledge of Birth Rank: 

A Defense of Bostrom
The Doomsday argument runs as follows. Assume there are two hypotheses about how many humans there will have been in total:


H1: = “There will have been a total of 200 billion humans.” 


H2: = “There will have been a total of 200 trillion humans.”

These hypotheses agree about the history of the world up to a certain point in the future, say 2100, at which point H1 says human life will end, and H2 says it will continue. Suppose that after considering the various threats that could cause human extinction you assign the following probabilites:


Pr(H1) = .05


Pr(H2) = .95

But now consider your position in the sequence of all observers who will ever live. You are approximately the 60 billionth. Let’s call this your birth rank. According to the doomsayer, it is more probable that you should have that birth rank if the total number of humans that will ever have lived is 200 billion than if it is 200 trillion; in fact, your having that birth rank is one thousand times more probable given H1 than given H2:


Pr(“My rank is 60 billionth.” | H1) = 1 / 200 billions


Pr(“My rank is 60 billionth.” | H2) = 1 / 200 trillions

With these assumptions, we can use Bayes’s theorem to derive the posterior probabilities of H1 and H2 after taking your low birth rank into account:

 
[image: image1.wmf]  

Pr(

H

1

|

R

=

60

B

)

=

Pr(

R

=

60

B

|

H

1

)

Pr(

H

1

)

Pr(

R

=

60

B

|

H

1

)

Pr(

H

1

)

+

Pr(

R

=

60

B

|

H

2

)

Pr(

H

2

)

»

0

.

98


Instead of believing with 95% certainty that there will be as many as 200 trillion humans, you now think there is only a 2% chance that mankind will be so successful.

This is a summary of the Doomsday argument. The key premise is the Self-Sampling Assumption
:


Observers should reason as if they were a random sample from all observers (in their reference class
). 

This is the assumption that generates the probabilities above:


Pr(“My rank is 60 billionth.” | H1) = 1 / 200 billions


Pr(“My rank is 60 billionth.” | H2) = 1 / 200 trillions

One way of responding to the Doomsday Argument is to reject the Self-Sampling Assumption. But the most common objection is one that accepts this assumption, along with all of the above reasoning. This objection invokes the Self-Indication Assumption:

Given the fact that you exist, you should (other things equal) favor hypotheses according to which many observers exist over hypotheses on which few observers exist
.

The idea is that just as the Self-Sampling Assumption increases the probability of Doom occurring soon, the Self-Indication Assumption decreases the probability of Doom occurring soon.  These two shifts are exactly equal and opposite, and so cancel each other out. We are left with no net shift. In this paper I will examine whether this approach works. I will argue that there is an important asymmetry between the Self-Sampling Assumption and Self-Indication Assumption which undermines the idea that they cancel each other out. I want to be clear that in this paper I remain neutral on whether or not we should accept the Self-Indication Assumption. All I want to do is show that it is less plausible than the Self-Sampling Assumption. The Self-Sampling Assumption results in the Doomsday Argument. This is counter-intuitive and is therefore a mark against the assumption. The Self-Indication Assumption will end up committing us to the Presumptuous Philosopher (to be explained shortly). I argue that the Presumptuous Philosopher is less palatable than the Doomsday Argument. As such, it is reasonable to reject the Self-Indication Assumption because of its implausible consequences, but accept the Self-Sampling Assumption.


What can be said for the Self-Indication Assumption? There are cases where it is obviously correct. This is because in many contexts, observers are more likely to find themselves in large groups than small groups. This is simply because the large groups by definition contain more observers, so more observers will find themselves in them. For example, say you are in a room containing 21 people, including yourself. The room is about to be split randomly into a group of 20 people and a group of 1 person. Which group are you more likely to be in? Well twenty times more people are going to be in the large group, so you should decide you are twenty times more likely to be in that one, rather than the small one.


The question is whether we can do the same thing when the hypotheses disagree about how many observers there will be in total. Take our two hypotheses:


H1: = “There will have been a total of 200 billion humans.” 


H2: = “There will have been a total of 200 trillion humans.”

The Self-Indication Assumption says you should realize that a thousand times more observers will exist in H2  than in H1. Therefore you should adjust the probabilities of the hypotheses accordingly. If we do this, we end up with exactly the same values we started off with:


Pr(H1) = .05


Pr(H2) = .95

So if we accept the Self-Indication Axiom, we have eliminated the counter-intuitive consequences of the Self-Sampling Assumption. But should we accept it?


As a preliminary, there is a reason it should make us nervous. In the example with 21 people in a room, the subject considers himself to be a random sample from the 21 people i.e. all the people involved in the experiment. This is a reasonable thing to do given the way the case is set up. And where the hypotheses affect the number of people in the universe, we have to consider ourselves to be a random sample from all the people involved – the 200 billion people if H1 is true plus the 200 trillion people if H2 is true. 


The problem is that many of these people may not exist. If H1 is true, then most of the people in H2 never exist. They are mere possible observers rather than actual observers. To use the Self-Indication Assumption, we have to claim that these possible people are statistically relevant. We have to say ‘Of all the possible observers, most will find themselves in universes with lots of other observers. I am a possible observer, so I should think it more likely that I am in a universe with lots of other observers’. If we are Lewisian realists about possible worlds, this is unproblematic. But if we want to give possible observers a less concrete status, we won’t want to say ‘I am a possible observer’ and reason accordingly. We will want to say ‘I am an actual observer’ and reason accordingly. And this second statement doesn’t shift our probabilities of H1 and H2.


Having got nervous about the Self-Indication Assumption, let’s consider Nick Bostrom’s argument for why we should definitely not accept it. Consider the following thought-experiment:

The Presumptuous Philosopher

It is the year 2100 and physicists have narrowed down the search for a theory of everything to only two remaining plausible candidate theories, T1 and T2 (using considerations from super-duper symmetry). According to T1 the world is very, very big but finite and there are a total of a 200 billion observers in the cosmos. According to T2, the world is very, very, very big but finite and there are a 200 trillion observers. The super-duper symmetry considerations are indifferent between these two theories. Physicists are preparing a simple experiment that will falsify one of the theories. Enter the presumptuous philosopher: “Hey guys, it is completely unnecessary for you to do the experiment, because I can already show to you that T2 is about a billion times more likely to be true than T1 (whereupon the philosopher explains the Self-Indication Assumption)!”

Bostrom thinks that this is a highly implausible result and shows us that we should not accept the Self-Indication Assumption. But this argument may raise eyebrows as follows: 


‘Surely this result is no more implausible than the Doomsday Argument it was designed to negate. The Self-Indication Assumption was introduced specifically to avoid the implausible consequences of the Doomsday Argument. We have seen that if the Self-Sampling Assumption and Self-Indication Assumption are both accepted, all unwelcome consequences are ruled out. What Bostrom seems to be doing in the thought experiment is accepting the Self-Indication Assumption but not the Self-Sampling Assumption. So no wonder he’s getting himself into trouble. Accepting just the Self-Sampling Assumption gets you into trouble (the Doomsday Argument). Accepting just the Self-Indication Assumption gets you into trouble (the Presumptuous Philosopher). We simply have to accept both or neither’. 


I want to show that in fact Bostrom is not mistaken in using the Presumptuous Philosopher thought-experiment to undermine the Self-Indication Assumption. There is a crucial disanalogy between what is going on in the Presumptuous Philosopher and what is going on in the Doomsday Argument. The difference is that in the Doomsday Argument, we have discovered our birth rank. This is the new evidence we conditionalize on, and the argument cannot be used without it. The argument is strictly a posteriori. It can only be used once we have obtained a certain piece of information about the world. The Presumptuous Philosopher has no such restriction. We can apply such an argument even when we have no idea what our birth rank is. In fact, we can apply the argument even when we know virtually nothing about the world. What we are effectively doing is conditionalizing on the fact that ‘I exist’. The indexical statement ‘I exist’ is something we know a priori, so we have an a priori argument that affects what we believe about the future of the world. Odd as the Doomsday Argument might be, it is considerably less odd than this. And this is why Bostrom rejects the Self-Indication Assumption but accepts the Self-Sampling Assumption. 


This makes him a hostage to fortune however. If it can be shown that the Self-Sampling Assumption can be invoked even when we don’t know our birth rank, it becomes no more plausible than the Self-Indication Assumption. So if you don’t like the Doomsday Argument, one thing you can do to get rid of it is to show that it can be used when we don’t know our birth rank. This is what Bradley Monton tries to do
.


Monton tries to conditionalize on a property other than birth rank. I will argue that he fails to give a Doomsday Argument that can be used without knowledge of birth rank.. I will show that in Monton’s example we in fact do have knowledge of our birth rank, and it is this knowledge that does the work. 


Let’s begin with a reconstruction of Monton’s Doomsday Argument. Suppose you have narrowed the possibilities for doom down to two:


H1: ‘There will have been a total of 200 billion humans’. 


H2: ‘There will have been a total of 200 trillion humans’. 

After considering the various ways life might end, you might assign the following probabilities: 


Pr (H1) = 0.05 


Pr (H2) = 0.95. 

Let us suppose that these hypotheses agree on the number of humans that are alone at 323 Main Street in Lexington, Kentucky, from 20:41 to 20:42 GMT on April 9, 2002. Monton correctly points out that there is nothing objectionable about such an assumption. All we have done is find some property which is expected to be instantiated by the same number of observers given either H1 or H2. Call that property k and let K be the proposition that someone has property k. Let’s say that I am the person who has this property. Before 20:42 I did not know that K is true, but now I do. I can model this learning K by conditionalization using my prior probability function Pr*: for any proposition A, Pr(A) = Pr*(A|K). Notice that the probability of K does not depend on whether H1 or H2 is true: 


Pr*(K|H1) = Pr*(K|H2) = Pr*(K)


If this were not the case then conditionalization on K would shift my probabilities for H1 and H2. The reason that K does not depend on H1 and H2 is that H1 and H2 agree on the state of the world from 20:41 to 20:42 GMT on April 9, 2002. H1 and H2 both assign probability 1 to K; k is instantiated for certain in both universes. Now, let M be the proposition that I have property k. Reasoning using the Self-Sampling Assumption, we have the following probabilities: 


Pr(M|H1) = 1/200 billion 


Pr(M|H2) = 1/200 trillion. 

Bayes theorem gives the result that Pr(H1|M) = 0.98. When I learn M, my posterior probability for H1 is again 0.98. Thus we seem to get a Bayesian shift in favour of the few-observers hypothesis, regardless of whether one has any knowledge of one’s birth rank. This Monton’s argument. If successful, it puts the Self-Sampling Assumption in just the same (uncomfortable) position as the Self-Indication Assumption, and threatens the Doomsday Argument. But the attempt is not successful.


To see the problem, we should ask the following question: Is the property, k, a property that is expected to be instantiated by the same number of observers in both H1 and H2? Notice that for some properties, the answer will be no. For example, being the 500th President of America will probably be instantiated in H2 but probably won’t be in H1. Admittedly, there may well be an infinite number of properties in both universes. But if we restrict ourselves to properties we tend to ascribe to observers, it looks like it’s reasonable to say that more such properties will be instantiated in H2 than H1. So let’s first assume that our property k* is one that disagrees about the number of observers that will instantiate it. What happens when we discover that the property is instantiated (K*) and, furthermore, that we ourselves have it (M*)? We get a Doomsday shift towards H1 when we discover M*, due to the reasoning above. But discovering M* logically requires discovering K*, and discovering K* gives us a shift away from the Doomsday shift, and towards larger universes. To use the example, if we found that there existed a 500th President of America, we would think that H2 had become more likely than it was before. 


The same goes for properties which are not part of a sequence. For example, imagine hair colour was determined by some random mechanism which could generate any one of an infinite number of possible colours. The more people there are, the more likely it is that more hair colours are instantiated. Discovering that you are the person with some particular shade (M*) would shift your probabilities towards H1. But you would also have discovered that such a hair colour is instantiated at all (K*), and this is more likely in the larger universe. In such a case, the shift towards H1 given by M* is cancelled by the shift towards H2 given by K*. 


What this means is that if the property chosen is one that is expected to be instantiated by more observers in H1 than H2, as many are, the Doomsday argument gives us no net shift. Monton sees this, and answers ‘yes’ to the above question - he insists that k is selected to be one that is expected to be instantiated by the same number of observers in both H1 and H2. Now K makes no difference to the probabilities of H1 and H2: Pr*(K|H1) = Pr*(K|H2) = Pr*(K)



How can he do this? He cannot choose any old k; as shown above, many violate this condition. He must choose a property k which is expected to be instantiated by the same number of observers in both H1 and H2. The obvious properties which have this kind of feature are those indexed to a time - a time before H1 and H2 diverge. Monton’s property of a unique observer at a certain place (323 Main St.) at a certain time (20:42 on 9th April 2002) will do the job as long as this time is before H1 and H2 diverge (which it is). To put it another way, k must be instantiated by an observer existing in the smallest set. By the smallest set, I mean the first x people,. where x is the number of people that exist in the smallest hypothesis. In this case, the smallest hypothesis is that there are 200 billion people, so the smallest set is the first 200 billion people. k must be selected to be a property instantiated by one of the first 200 billion people. This must hold generally, for any properties and hypotheses. For example, if the hypotheses are that there are 20, 40 or 60 observers, k must be a property instantiated by one of the first 20 (otherwise K would shift the probabilities of the hypotheses). 


This generates a problem for Monton. His aim was to construct a Doomsday Argument that worked without any knowledge of birth rank. But it turns out that in his example we do have knowledge of birth rank. k must be instantiated by an observer in the smallest set. So if you discover you have property k, you also discover that you are in the smallest set – which means you have information about your birth rank! In Monton’s example, discovering you have k tells you that you are one of the first 200 billion people. And this is all the information about your birth rank you need to apply the traditional Doomsday Argument. You don’t know the exact value, but you don’t need to. All you need is to know you are in the smallest set, and this is the information you have learnt. You may not have explicitly discovered your birth rank in Monton’s example, but the information you have is equivalent. Monton has not given a Doomsday Argument that works without knowing your birth rank. 


Perhaps we can relax a constraint however. We have been assuming that k must be instantiated at a time before H1 and H2 diverge. But this was just a device to make sure k did not discriminate H1 from H2. There are other ways we could do this. We could achieve the same result by stipulating that k is a property instantiated by just one observer, whether H1 or H2 is correct
. k could now be instantiated by an observer at any point in time. Discovering K would not then shift H1 or H2. But discovering M would give us a Doomsday shift towards H1 without any knowledge of birth rank. This would achieve the result Monton wants. 


The problem now is a practical one. k must be just as likely to be instantiated by an observer living at the end of the universe as by an observer living at the beginning. How are we to choose such a property? We cannot pick such a property because we have no idea which properties will exist in the distant future. This could be done if we had some way of collecting precise information about the distant future. This is not impossible. If we had a helpful angel that could sample future populations it could be done. We could send the angel out to pick some unique property at random from any observer at any point in the past, present or future. Let k be whatever property the angel discovers. Now, discovering that k is instantiated would not shift the hypotheses because k has been selected to be whatever property the angel finds. But if we discovered that we were the observer with the unique property picked out by the angel, we would get a very strong shift to H1. And rightly so, as this would be a remarkable coincidence, made slightly less remarkable if H1 were true. We have no helpful angels, so we must try to select k some other way. 


How does Monton try to do it? His property k is anything but a property that an observer at any point in time could have had. k has been gerrymandered to be one that he, himself, is almost certain to have. If this is how k is picked, he certainly cannot treat himself as a random sample of observers with respect to this property. The property was selected with implicit reference to the observer. There is nothing random about the sampling of the observer in this case. The prior probability of him having k is virtually 1, so we get no interesting result when we apply the Self-Sampling Assumption. When he finds he does have k, there is at most a negligible shift towards H1. We have at best a toothless Doomsday Argument.


Monton is right that we don’t need to know our birth rank to use the Doomsday Argument. The problem is a practical one. We need a property that is instantiated by the same number of people in all relevant hypotheses, and that could have been instantiated by someone in the distant future just as easily as by someone in the present or past. Unless we have a helpful angel that can sample over future populations, I don’t see how we can find a property, other than birth rank, which will do the job.


One question that may still be puzzling is what is so special about birth rank? Why should the Doomsday Argument work with that property but not with any others? I do not claim that no other properties could do the job, but the properties must have a special feature, and birth rank is the only property I can think of that could have it
. The problem with most properties is that finding you have them increases the probability that there will be a large number of observers. What we need is a property that is instantiated by the same number of observers in all the universes we are interested in. We do not need to say the property is instantiated by the same number of observers in every possible universe, and fortunately so, as in many universes there will be zero observers instantiating the property of being the 60 billionth human. There just need to be the same number of observers with a birth rank of 60 billion in the universes we care about. As we are looking into the future, we are only looking at universes with at least 60 billion observers. And in all these universes, the same number of observers have the property of being the 60 billionth observer – one. 



Monton was trying to show that we could use the argument without knowing our birth rank, thus putting it in the same position as the Self-Indication Assumption. But this attempt fails. We cannot use the Doomsday Argument without knowing our birth rank; it cannot be given a priori. So Bostrom’s position is left vindicated. The Self-Indication Assumption is an a priori argument with implausible consequences. The Self-Sampling Assumption may be unwelcome to some, but we can’t automatically cancel it out with the Self-Indication Assumption, for that has more serious troubles of its own.
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� For a defence of SSA, see Nick Bostrom, 2001, ‘The Doomsday Argument, Adam & Eve, UN++ and Quantum Joe’ Synthese 127(3): 359-387.





� The reference class can be thought of as the set of observers who’s birth rank I might have turned out to have. Bostrom thinks the vagueness of this concept undermines the Doomsday Argument, but such worries are not relevant to my argument. 


� "No one knows the date or the hour: an unorthodox application of Rev. Bayes’ Theorem", with Christopher Hitchcock, Philosophy of Science 66 (Proceedings) (1999), S339-S353. 





� Bradley Monton, (2003)‘The Doomsday Argument Without Knowledge of Birth Rank’, Philosophical Quarterly 53 pp.79-82.


� Equally, the property could be instantiated by more than one observer. Or even by a certain number with a certain probability. All we need is for H1 and H2 to contain the same number of observers who instantiate k. 


� Except for gerrymandered properties parasitic on birth rank such as ‘rank among observers that weigh more than 4 lbs’.
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